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A Novel Low NOx Lean,
Premixed, and Prevaporized
Combustion System for Liquid
Fuels
Dry low emission (DLE) systems employing lean, premixed combustion have been suc-
cessfully used with natural gas in combustion turbines to meet stringent emission stan-
dards. However, the burning of liquid fuels in DLE systems is still a challenging task due
to the complexities of fuel vaporization and air premixing. Lean, premixed, and prevapor-
ized (LPP) combustion has always provided the promise of obtaining low pollutant emis-
sions while burning liquid fuels, such as kerosene and fuel oil. Because of the short
ignition delay times of these fuels at elevated temperatures, the autoignition of vaporized
higher hydrocarbons typical of most practical liquid fuels has been proven difficult to
overcome when burning in a lean, premixed mode. To avoid this autoignition problem,
developers of LPP combustion systems have focused mainly on designing premixers and
combustors that permit rapid mixing and combustion of fuels before spontaneous ignition
of the fuel can occur. However, none of the reported works in the literature has looked at
altering fuel combustion characteristics in order to delay the onset of ignition in lean,
premixed combustion systems. The work presented in this paper describes the develop-
ment of a patented low NOx LPP system for combustion of liquid fuels, which modifies
the fuel rather than the combustion hardware in order to achieve LPP combustion. In the
initial phase of the development, laboratory-scale experiments were performed to study
the combustion characteristics, such as ignition delay time and NOx formation, of the
liquid fuels that were vaporized into gaseous form in the presence of nitrogen diluent. In
the second phase, a LPP combustion system was commissioned to perform pilot-scale
tests on commercial turbine combustor hardware. These pilot-scale tests were conducted
at typical compressor discharge temperatures and at both atmospheric and high pres-
sures. In this study, vaporization of the liquid fuel in an inert environment has been shown
to be a viable method for delaying autoignition and for generating a gaseous fuel stream
with characteristics similar to natural gas. Tests conducted in both atmospheric and high
pressure combustor rigs utilizing swirl-stabilized burners designed for natural gas dem-
onstrated an operation similar to that obtained when burning natural gas. Emission
levels were similar for both the LPP fuels (fuel oils 1 and 2) and natural gas, with any
differences ascribed to the fuel-bound nitrogen present in the liquid fuels. An extended
lean operation was observed for the liquid fuels as a result of the wider lean flammability
range for these fuels compared to natural gas. �DOI: 10.1115/1.2904889�

Introduction

Traditionally, spray diffusion combustors have been employed
in gas turbines that operate on liquid fuels such as fuel oils 1 and
2. However, this diffusion mode of operation tends to produce
unacceptable levels of NOx emissions. The current technology for
burning liquid fuels in gas turbines is to use water and/or steam
injection with conventional diffusion burners. Emission levels for
a typical “state of the art” gas turbine, such as GE 7FA burning
fuel oil 2 in diffusion mode with water/steam injection, are
42 ppm NOx and 20 ppm CO �1�. Water/steam injection has a
dilution and cooling effect, lowering the combustion temperature
and thus lowering NOx emissions. However, at the same time,
water/steam injection is likely to increase CO emissions as a result

of local quenching effects. Thus, the “wet” diffusion type of com-
bustion system for liquid fuels must trade off NOx emissions for
CO emissions.

In recent years, stringent emission standards have made lean,
premixed combustion more desirable in power generation and in-
dustrial applications than ever before since this combustion mode
provides low NOx and low CO emissions without water addition.
Lean, premixed combustion of natural gas avoids the problems
associated with diffusion combustion and water addition. Thus,
lean, premixed combustion is the foundation of modern dry low
emissions �DLE� gas turbine combustion systems. When operated
on natural gas, DLE combustion systems provide NOx and CO
emissions of 25 ppm or less with no water addition. However,
these systems cannot currently operate in a premixed mode on
liquid fuels because of autoignition and flashback within the pre-
mixing section.

Plee and Mellor �2� characterized autoignition of the fuel/air
mixture in the premixer as an important factor that causes flash-
back in practical combustion devices. Autoignition of the fuel/air
mixture occurs before the main combustion zone when the igni-
tion delay time of the fuel/air mixture is shorter than the mean
residence time of the fuel in the premixer. Autoignition especially

1Corresponding author.
Contributed by the International Gas Turbine Institute of ASME for publication in

the JOURNAL OF ENGINEERING FOR GAS TURBINES AND POWER. Manuscript received
September 24, 2007; final manuscript received October 5, 2007; published online
May 30, 2008. Review conducted by Dilip R. Ballal. Paper presented at the ASME
Turbo Expo 2007: Land, Sea, and Air GT2007, Montreal, Canada, May 14–17, 2007,
Paper No. GT2007-27552.
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occurs with the higher-order hydrocarbon fuels, such as fuel oils,
which have shorter ignition delay times compared to natural gas
�3�. The short ignition delay times of vaporized higher hydrocar-
bons have been proven difficult to overcome when burning in a
lean, premixed mode.

Nevertheless, in order to overcome high NOx levels produced
by spray combustion, gas turbine designers still desire to use lean,
premixed, and prevaporized �LPP� combustion. Several ap-
proaches have been reported in the literature �4–12� to overcome
flashback and autoignition in the premixers of LPP combustors.
These approaches attempt to achieve low NOx emissions by de-
signing premixers and combustors that permit rapid mixing and
combustion before spontaneous ignition of the fuel can occur. In
most of the work reported on LPP combustion systems in the
literature, the fuel is directly sprayed into the premixer so that the
liquid fuel droplets vaporize and mix with air at lean conditions.
Typically, swirlers with multiport liquid fuel injection systems are
employed for better fuel/air mixing �7�. However, unlike these
attempts to alter hardware, there has been no reported work on
altering fuel combustion characteristics in order to delay the onset
of ignition in lean, premixed combustion systems.

In this study, vaporization of the liquid fuel in an inert environ-
ment has been shown to be a technically viable approach for LPP
combustion. As described in this paper, a patented fuel vaporiza-
tion and conditioning process �13� was developed and tested to
achieve low emissions �NOx and CO� comparable to those of
natural gas while operating on liquid fuels, without water or steam
addition. In this approach, liquid fuel is vaporized in an inert
environment to create a fuel vapor/inert gas mixture, LPP gas,
with combustion properties similar to those of natural gas. A pre-
mature autoignition of the LPP gas was controlled by the level of
inert gas in the vaporization process. Tests conducted in both at-
mospheric and high pressure test rigs utilizing typical swirl-
stabilized burners �designed for natural gas� found an operation
similar to that achieved when burning natural gas. Emission levels
were similar for both the LPP gas fuels �fuel oils 1 and 2� and
natural gas, with any differences in NOx emissions ascribed to
fuel-bound nitrogen present in fuel oil 2. Also, tests showed that
the LPP combustion system helps to reduce the NOx emissions by
facilitating stable combustion even at very lean conditions when
using liquid fuels. An extended lean operation was found for the
liquid fuels due to the wider lean flammability range for these
fuels compared to natural gas. An added advantage of the fuel
vaporization and conditioning process is the ability to achieve fuel
interchangeability of a natural-gas-fired combustor with liquid
fuels.

The initial phase of development of the LPP system described
in this work involved laboratory-scale experiments to study com-
bustion characteristics, such as ignition delay time and NOx for-
mation, of the liquid fuels that are vaporized into gaseous form in
the presence of nitrogen diluent. In the second phase of this pro-
gram, the LPP system �13� was commissioned to perform large-
scale pilot experiments on atmospheric pressure and high pressure
test rigs. Fuel oils 1 and 2 were chosen as typical liquid fuels for
the tests. In this study, fuel oil 1 refers to commercially available
kerosene and fuel oil 2, known as diesel fuel 2, is similar to
commercially available home heating oil. Also, for a comparative
study, experiments were performed with n-heptane, which is a
widely studied liquid fuel. The chemical and physical specifica-
tions of the fuel oils are listed in Table 1. The chemical analysis
shows that when compared to fuel oil 1, fuel oil 2 has a higher
content of aromatics as well as fuel-bound nitrogen and sulfur.

Effect of Diluent on Ignition Delay Time
As discussed above, one of the causes of flashback in gas tur-

bine combustors is the premature autoignition of the fuel in air
during premixing. One way to avoid autoignition is to extend the
induction period, known as the ignition delay time, of the fuel/air
mixture by reducing the formation of combustion radicals that are

necessary for autoignition of the mixture at a given temperature.
In hydrocarbon oxidation, during the induction period, the diluent
plays an important role as a third-body enhancer for recombina-
tion reactions and slows down the radical formation �14�. These
effects, in turn, extend the induction period so that the ignition
process will be delayed. Therefore, increasing the diluent fraction
of the fuel/oxidant mixture will increase the ignition delay time.
In the present work, the effect of diluents on the ignition delay
time was investigated for vaporized liquid fuels, such as fuel oils
and n-heptane.

The ignition delay time experiments were performed in an at-
mospheric pressure flow reactor, which consists of a premixing
section and a plug-flow test section. The fuel was vaporized into
gaseous form in a preheated nitrogen environment before being
mixed with air in the premixing section, which is located at the
entrance to the reactor. Figure 1 shows the cross-sectional view of
the premixing section. The premixing section opens into the plug-
flow test section via an expanding duct in order to prevent the
separation of flows at the entrance of the test section. The test
section is a 52�2 in.2 alumina tube placed inside a furnace with
three independently controlled zone heaters.

One of the difficulties in any flow reactor experiment is quickly
mixing the fuel and oxidant at the entrance to the reactor �15,16�.
In this work, the rapid mixing of the vaporized fuel with air was
achieved by using a swirler followed by an expanding duct that
opened into the test section. A photomultiplier coupled with a
narrow band filter �centered at 430 nm� was placed at the end of
the test section to detect CH* emissions. The time between the

Table 1 Chemical and physical properties of fuel oils 1 and 2
used in the experiments

Fuel oil 1 Fuel oil 2

API gravity at 60°F 45.7 37.6
Specific gravity at 60°F 0.7985 0.8373
Visocity at 40°C �cS� 1.04 2.6
Molecular weight 150 182

Paraffins �vol %� 83.6 79.3
Aromatics �vol %� 15.7 19.8
Olefins �vol %� 0.7 0.9

C �wt%� 85.78 86.83
H �wt %� 14.15 13.09
N �wt %� 0.02 0.04
S �wt %� 0.03 0.03

H/C molar ratio 1.91 1.85
Chemical formula C11H21 C13H24

Fig. 1 Schematic of the premixing section of the flow reactor
used for ignition delay time measurements
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injection of fuel vapor into the mixing section and the detection of
the CH* emission signal was designated as the ignition delay
time. The plug-flow test section was maintained at a constant ini-
tial reactor temperature. The flow reactor premixer temperature
was maintained at 600 K in order to simulate the conditions in a
gas turbine premixer. A detailed description of the flow reactor
facility can be found in a previous publication �17�.

Figure 2 shows the ignition delay time as a function of O2
mole % in the inlet stream for n-heptane at 823 K and 900 K. The
equivalence ratio of the fuel/oxidant mixture was maintained at
stoichiometric conditions. The experimental measurements are
compared to ignition delay time model predictions using the de-
tailed kinetics mechanism of Curran et al. �18�. As can be seen in
the figure, the effect of diluent on ignition delay time increases
with decreasing inlet temperature. For example, for the n-heptane
measurements shown in Fig. 2, the ignition delay time is propor-
tional to �XO2

�−0.80 at 900 K and to �XO2
�−2.2 at 823 K, where

�XO2
� refers to the mole % of O2 in the inlet stream to the test

section of the flow reactor.
Figure 3 compares the ignition delay time of both vaporized

fuel oils with n-heptane as a function of O2 mole % at the inlet to
the flow reactor at 900 K. Both fuel oils 1 and 2 show ignition

delay times longer than those of n-heptane due to the presence of
aromatic hydrocarbons in the fuel oils. Fuel oil 1 shows a similar
O2 dependency on the ignition delay time as that of n-heptane.
However, the effect of O2 on the ignition delay time is higher for
fuel oil 2 compared to n-heptane. For example, for the ignition
delay time measurements shown in Fig. 3, the n-heptane ignition
delay time is proportional to �XO2

�−0.8, while the fuel oil 2 ignition
delay time is proportional to �XO2

�−1.0.

Effect of Pressure on NOx Formation
In the LPP system design, the liquid fuel is vaporized in an inert

environment to create a gaseous fuel. This gaseous fuel is then
premixed with air and burned in a manner similar to lean, pre-
mixed natural gas combustion. However, fuel oil, even as a gas-
eous fuel, is expected to produce slightly higher NOx than natural
gas fuel, as most fuel oils contain fuel-bound nitrogen. In this
work, a series of experiments was performed over a range of
pressures up to 10 atm in a bench-scale, high pressure swirl
burner to investigate the NOx production from the fuel oils when
supplied as vaporized liquid fuels in an inert environment. To
compare the formation of NOx to the vaporized fuel oils, experi-
ments were also performed with natural gas.

The bench-scale LPP combustion system consists of a swirl-
stabilized burner where a radially injected gaseous fuel stream is
mixed with primary air before the fuel/air mixture reaches the
burner surface. A cutaway view of the high pressure swirl burner
is shown in Fig. 4. A stand-alone vaporizing system for liquid
fuels is directly connected to the fuel port of the swirler to supply
the liquid fuel in gaseous form. Nitrogen was used as the diluent
for vaporization. The burner was placed in a pressure vessel with
a jacket cooling system along the wall. The pressure was varied
from 1 atm to 10 atm. The air flow was varied from
1 g /s to 10 g /s with an input power of approximately
1 kW to 15 kW, respectively, for natural gas fuel. A water-cooled
sample probe was placed just above the flame zone to draw ex-
haust gas samples into analyzers to measure CO, CO2, and NOx
emissions. Measurements of CO and CO2 were obtained using
nondispersive infrared �NDIR� ray absorption analyzers, while
NOx was measured using the chemiluminescence detection
method.

Experiments were performed to investigate the effect of diluent
on NOx formation by varying the N2 to fuel molar ratio in the
vaporizer in a range of 2–10. During the experiments, nitrogen
was preheated to 573 K �300°C� to vaporize the liquid fuel in the
vaporizer. Figure 5 shows the NOx and CO measurements as a

Fig. 2 Atmospheric pressure ignition delay time measure-
ments of stoichiometric n-heptane/O2/N2, mixture as a func-
tion of the inlet O2 composition. Key: symbols, experimental
data; lines, ignition delay time model predictions using the de-
tailed kinetic model of Curran et al. †18‡.

Fig. 3 Comparison of ignition delay time measurements of
n-heptane, fuel oil 1, and fuel oil 2 as a function of the inlet O2
composition at 900 K inlet temperature, 1 atm pressure, and 1.0
equivalence ratio

Fig. 4 Cutaway view of the bench-scale, high pressure swirl
burner used to investigate NOx emissions from the LPP
combustion
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function of diluent to fuel molar ratio for fuel oil 2 at 5 atm and at
an equivalence ratio of 0.6. In Fig. 5, CO and NOx measurements
show that the diluent N2 to fuel molar ratio does not have any
significant effect on CO and NOx emissions above a ratio of 4.

Figure 6 shows NOx measurements as a function of equivalence
ratio for methane, fuel oil 1, and fuel oil 2 at several pressures.
Due to the presence of fuel-bound nitrogen, the fuel oils produce
higher NOx than methane. For methane, the NOx measurements
increased from 2 ppm to 5 ppm when the equivalence ratio was
increased from 0.55 to 0.75 at 2 atm. For fuel oil 2, the NOx
increased from 5 ppm to 18 ppm when the equivalence ratio was
changed from 0.5 to 0.7 at 8 atm. Fuel oils 1 and 2 have
0.02 wt % and 0.04 wt % fuel-bound nitrogen, respectively, as
listed in Table 1. Thus, potentially, the fuel-bound nitrogen can
produce approximately 4 ppm and 10 ppm of NOx, respectively,
for fuel oils 1 and 2 at a 0.6 equivalence ratio, assuming that all
the fuel-bound nitrogen atoms are converted to NOx. At an
equivalence ratio of 0.6, methane produced approximately 2 ppm
NOx at 5 atm, as shown in Fig. 6. The measured NOx emissions
for fuel oils 1 and 2 were 6 ppm and 10 ppm, respectively, at the

same conditions. Thus, the difference in NOx between the meth-
ane and fuel oils can entirely be accounted for by the NOx that
comes from the fuel-bound nitrogen.

The effects of pressure and equivalence ratio on the NOx for-
mation for fuel oil 2 are presented in Fig. 7. The results are also
compared to those of methane. The effect of pressure on the NOx
formation shows a similar trend for fuel oil 2 as for methane.
When the equivalence ratio was increased from 0.5 to 0.7, the
formation of NOx was increased by a multiple of approximately 2
for fuel oil 2, independent of pressure. Three factors contribute to
the increase in NOx for fuel oils as the equivalence ratio is in-
creased: �1� the amount of fuel-bound nitrogen available for NOx
conversion is also increased; �2� the increase in flame temperature
creates more thermal-NOx formation; �3� the prompt-NOx contri-
bution increases as the availability of CH-like radicals increases
as the mixture gets richer. The last two factors also contribute to
the increase in NOx for methane as the equivalence ratio is in-
creased, as shown in Fig. 6. The difference in NOx between meth-
ane and fuel oil 2 is equivalent to the NOx produced by the fuel-
bound nitrogen.

From the chemical composition analysis shown in Table 1, the
contribution of fuel-bound nitrogen to NOx would be 12 ppm for
fuel oil 2 at 0.7 equivalence ratio. In Fig. 7, the measured NOx for
fuel oil 2 at 0.7 equivalence ratio is approximately equal to the
NOx produced by methane plus 12 ppm fuel NOx. These results
indicate an apparent quantitative conversion of fuel-bound nitro-
gen to NOx at these lean conditions.

The results given in Fig. 7 show that NOx formation in methane
and fuel oil 2 exhibits a slight positive dependence on pressure.
The effect of pressure on NOx emissions during lean, premixed
combustion is influenced by many factors �19–23�: degree of fuel-
air mixing, equivalence ratio, residence time, and inlet tempera-
ture. Leonard and Stegmaier �19�, Steele et al. �20�, and Bhargava
et al. �21� studied the influence of pressure on NOx formation in
lean, premixed systems but reached differing conclusions. Le-
onard and Stegmaier �19� concluded that NOx emissions are inde-
pendent of pressure for a perfectly premixed system with a flame
temperature in the range from 1700 K to 1900 K. Lean, premixed
combustion experiments of Bhargava et al. �21�, performed from
7 atm and 27 atm, showed that the pressure effect on NOx is
negligible up to 0.50 equivalence ratio. However, equivalence ra-
tios larger than 0.5 showed a positive pressure dependence on
NOx. Bhargava et al. �21� indicated that equivalence ratio and
absolute pressure are also important factors that determine the
effect of pressure on NOx. Conversely, Steele et al. �20�, who
performed high pressure jet-stirred reactor experiments from

Fig. 5 The effect of N2 to fuel dilution ratio on NOx and CO for
fuel oil 2 at 5 atm and 0.6 equivalence ratio

Fig. 6 Comparison of NOx measurements for methane and
fuel oils 1 and 2 as a function of equivalence ratio at varying
pressures. Key: methane at 2 atm „*… and 5 atm „�… pressures;
fuel oil 1 at 3 atm „�…, 4 atm „�…, and 5 atm „�… pressures; fuel
oil 2 at 5 atm „�…, 8 atm „�…, and 10 atm „�… pressures. The
lines indicate the trends. The fuel to N2 molar dilution ratio was
1–5.

Fig. 7 Comparison of NOx measurements for methane and
fuel oil 2 as a function of pressure. The fuel to N2 molar dilution
ratio was 1–5.
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1 atm to 7 atm, reported a slightly negative pressure dependence
on NOx. The results of Steele et al. may be due to the absence of
a significant plug-flow residence time in the downstream of the
jet-stirred reactor used in their experiments. Thus, based on the
experimental data �19,21� reported in the literature and the experi-
mental results discussed in this paper, it can be concluded that
NOx formation in a gas turbine combustor is independent of pres-
sure or has a slight positive pressure dependence at very lean
conditions. However, NOx emissions will increase with pressure
for higher equivalence ratio mixtures.

Pilot-Scale Testing
The next stage of development of the LPP system involved

pilot-scale testing to study emissions and combustion characteris-
tics, such as flame stability and lean blowout �LBO� limits, on
realistic turbine hardware. A scaled-up version of the lean, pre-
mixed, swirl-stabilized burner used for the high pressure bench-
scale tests was designed, built, and tested. The design of this
scaled-up burner is similar to that found in modern DLE gas tur-
bine combustion systems �1,24–27�. This large-scale test facility
was able to supply up to 0.6 kg /s flow rate of air for the atmo-
spheric pressure tests.

Atmospheric pressure tests were performed with combustion air
at typical gas turbine compressor discharge temperatures of
600–620 K. Figure 8 shows NOx emission data obtained in the
atmospheric pressure, swirl-stabilized burner for methane, fuel oil
1, and fuel oil 2. Figure 8 also compares the natural gas NOx
measurements of Leonard and Stegmaier �19�, as well as the NOx
data at 2 atm and 5 atm of pressure obtained in the high pressure
swirl burner described in Fig. 6. The experimental data of Leonard
and Stegmaier �19� was measured between 1 atm and 30 atm. The
NOx measurements shown in Fig. 8 for fuel oil 2 are approxi-
mately the same as those observed in the high pressure swirl
burner experiments. The same figure also shows that fuel oil 1
produced relatively lower NOx, while natural gas gave higher
NOx when compared to the high pressure burner results.

Single Gas Turbine Burner Testing
The next step in the pilot-scale testing was to perform combus-

tion tests on actual turbine hardware at both atmospheric and high
pressure conditions. A Solar Turbines Centaur 50 gas turbine fuel
nozzle was used for all real hardware tests. This natural gas nozzle
was used for the vaporized liquid fuel �LPP gas� tests without any
modifications. Tests were conducted at single nozzle, full load
conditions for a Centaur 50, a Taurus 60, and a Taurus 70 gas

turbine �27�. During the gas turbine burner tests, the liquid fuel
was supplied in gaseous form from the vaporizer.

The testing involved a study of emissions and combustion char-
acteristics, such as flame stability and LBO limits. Both the atmo-
spheric pressure and high pressure tests were performed at typical
compressor discharge temperatures. For the high pressure tests,
typical compressor discharge pressures were also used. Figure 9
shows a representative atmospheric pressure flame structure for
natural gas and for fuel oil 1 from a Centaur 50 fuel nozzle at full
load conditions. As can be seen in the figure, the LPP flame with
fuel oil 1 exhibits a very similar flame structure and color to that
of the natural gas flame.

Figures 10 and 11 show the results of atmospheric pressure
testing of a single gas turbine fuel nozzle at Centaur 50 full load
conditions for three fuels. Prevaporized fuel oil 1 and fuel oil 2
run as LPP gas both show low NOx and CO emissions comparable
to those of DLE combustion systems fired on natural gas. The
figures show that these low NOx and low CO emissions are si-
multaneously achieved. As discussed earlier, the primary differ-
ence between natural gas and LPP gas NOx emissions can be
attributed to the fuel-bound nitrogen present in the fuel oils. Also,
during the testing, no flashbacks were observed at any of the test
conditions when operating on the fuel oils using the LPP system,
and a stable flame was easily maintained when switching fuels
from natural gas to LPP gas and back again.

Actual turbine hardware tests were conducted using a high
pressure facility capable of testing a single gas turbine fuel nozzle
at full compressor discharge temperature and pressure. The LPP
liquid vaporizer was used to supply the liquid fuels in gaseous

Fig. 8 NOx data obtained in the atmospheric pressure test rig
for methane, fuel oil 1, and fuel oil 2. The data are compared to
the methane data of Leonard and Stegmaier †19‡ as well as to
the NOx data obtained in the high pressure swirl burner de-
scribed in Fig. 6 at 2 atm and 5 atm.

Fig. 9 Comparison of natural gas and fuel oil 1 flames at at-
mospheric pressure for Centaur 50 fuel nozzle at full load
conditions

Fig. 10 Comparison of NOx emission measurements for fuel
oil 2, fuel oil 1, and natural gas as a function of measured ex-
haust gas temperature for a single fuel nozzle at Centaur 50 full
load conditions „100%…. The combustion air temperature was
613 K, the combustor pressure was 1 atm, and the fuel dilution
was 6:1 „molar basis….
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form. The same fuel nozzle used for natural gas testing was also
used for liquid fuel testing on LPP gas without any modifications.
Figure 12 shows NOx and CO emissions at full load conditions for
both natural gas and fuel oil 2.

During the testing, emission and dynamics data were taken over
a range of lean equivalence ratios from approximately 0.75 to the
LBO limit. However, the emission data are plotted against the
measured exhaust gas temperature in order to provide a common
temperature reference. The lowest temperature data points shown
in Fig. 12 reflect the experimentally observed LBO limit. Figure
12 shows that fuel oil 2 LPP gas has an extended LBO limit
compared to natural gas and can thus achieve NOx emissions
nearly as low as natural gas despite the fuel-bound nitrogen.

Figure 12 also shows that the crossover point between NOx and
CO emissions extends to lower temperatures �and therefore lower
equivalence ratios� for fuel oil 2 LPP gas as compared to natural
gas. As can be seen from the figure, fuel oil 2 LPP gas showed
increased flame stability and an extended LBO limit at lower tem-
peratures �equivalence ratio� compared to natural gas.

Figure 13 shows comparable NOx and CO emissions for both
Taurus 60 and Taurus 70 single nozzle full load conditions. The
data indicate that similar emissions are achieved, even though the
Taurus 70 full load conditions are at higher temperature and pres-
sure than the Taurus 60 operating conditions. Finally, as was ob-
served in the atmospheric pressure tests, these high pressure tests
also demonstrate that a stable burner operation was easily main-
tained when switching fuels from natural gas to LPP gas and back
again.

The significance of the data shown in Fig. 12 is that liquid
fuels, such as fuel oil 2 LPP gas, are able to achieve low NOx
emission levels similar to natural gas. For an exhaust temperature
�firing temperature� of 1318 K, Fig. 12 shows NOx and CO emis-
sions for natural gas to be 9 ppm and 3.5 ppm, respectively. The
comparable fuel oil 2 LPP gas emissions at the same exhaust
temperature are 16 ppm for NOx and 4.0 ppm for CO. Because
the LPP gas fuel characteristics are similar to those of natural gas,
fuel oil 2 LPP gas is capable of being used in modern DLE gas
turbine combustion systems without changes to the burner hard-
ware while achieving much lower NOx and CO emissions than
fuel oils burned in conventional spray flames with water addition.

Conclusions
This paper described the development of and results from a

patented low NOx LPP combustion system for liquid fuels. In the
LPP combustion system, liquid fuels were vaporized into gaseous
form in an inert environment using nitrogen as diluent. The effect
of nitrogen diluent on ignition delay time was measured in a
laboratory-scale flow reactor. The experimental results show that
diluent nitrogen increased the ignition delay time at typical air/
fuel premixing conditions in gas turbines. Also, high pressure,
swirl-stabilized burner experiments were performed to study NOx
formation using the LPP combustion system. The fuel oils in gas-
eous form were premixed with air and burned to achieve very low
NOx emissions comparable to those of natural gas in a lean, pre-
mixed combustion system. The difference in NOx between meth-
ane and the fuel oils was attributed to the conversion of fuel-
bound nitrogen into NOx.

Finally, the test program demonstrated that the LPP combustion
system described in this paper was able to produce low NOx and
low CO emissions without autoignition and flashback. These re-
sults were achieved at compressor discharge temperatures and
pressures using actual full-scale turbine hardware designed for

Fig. 11 Comparison of CO emission measurements for fuel oil
2, fuel oil 1, and natural gas as a function of measured exhaust
gas temperature for a single fuel nozzle at Centaur 50 full load
conditions „100%…. The combustion air temperature was 613 K,
the combustor pressure was 1 atm, and the fuel dilution was
6:1 „molar basis….

Fig. 12 Comparison of NOx and CO emission measurements
for fuel oil 2 and natural gas as a function of measured exhaust
gas temperature for a single fuel nozzle at Taurus 60 full load
conditions „100%…. The combustion air temperature was 648 K,
the combustor pressure was 12.6 atm, and the fuel dilution was
5:1 „molar basis….

Fig. 13 Comparison of NOx and CO emission measurements
for fuel oil 2 as a function of measured exhaust gas tempera-
ture for a single fuel nozzle at Taurus 60 „T60… and Taurus 70
„T70… full load conditions „100%…. The combustion air tempera-
tures were 648 K „T60… and 706 K „T70…, the combustor pres-
sures were 12.6 atm „T60… and 16.2 atm „T70…, and the fuel di-
lution was 5:1 „molar basis….
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natural gas operation without any modifications to the combustor
hardware. The test data show that at equivalent exhaust �firing�
temperatures, NOx emissions for natural gas and fuel oil 2 LPP
gas were 9 ppm and 16 ppm, respectively. CO emissions were
3.5 ppm and 4.0 ppm, respectively. Because the LPP gas fuel
characteristics are similar to natural gas, fuel oil 2 LPP gas is
capable of being used in modern DLE gas turbine combustion
systems without changes to the burner hardware while achieving
single digit NOx and CO emissions levels.
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Active Control of Pressure
Oscillations in a Liquid-Fueled
Sector Combustor
A system for the active control of combustor pressure oscillations in liquid-fueled, lean,
premixed combustors was demonstrated in a three-nozzle sector combustor, using full-
scale engine hardware. Modulation of a portion of the premixed fuel flow led to a
reduction of 6.5 dB (2.1 times) in the amplitude of the dominant pressure oscillations
mode. Combustor emissions were not adversely affected by the control.
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Introduction
Emphasis on reducing the levels of pollutants created by gas

turbine combustors has led to the development of lean, premixed
combustor designs, especially for industrial applications. Premix-
ing large amounts of air with the fuel prior to its injection into the
combustor greatly reduces peak temperatures within the combus-
tor and leads to lower NOx emissions. Premixed combustors are
often susceptible to thermoacoustic combustion instabilities,
which can lead to large pressure oscillations in the combustor.
These pressure oscillations result in increased noise and decreased
durability due to the vibration and flame motion.

In a DARPA �Defense Advanced Research Projects Agency�-
funded program, UTRC investigated the feasibility of attenuating
combustion instability using active control techniques. Because of
DARPA’s interest in marine applications �which typically use liq-
uid fuel�, the focus of this research was on a liquid-fueled
low-NOX combustor. This combustor exhibited a large-amplitude
pressure oscillation at a frequency near 200 Hz. The goal of the
research was to develop a practical active control system, which
would reduce the magnitude of the pressure fluctuations without
adversely affecting NOx levels. The effort stressed the practicality
of the system and its ability to work with full-scale engine hard-
ware at realistic operating conditions.

The initial phase of this program consisted of the development
and demonstration of the technology in a 4 MW single-nozzle
combustor, using a full-scale engine fuel nozzle at realistic oper-
ating conditions �1�. Results from these experiments showed that
the control system was capable of achieving reductions of up to
15 dB �5.6 times� in the magnitude of the dominant pressure os-
cillation mode, without negatively affecting emission levels. This
system used a high-speed solenoid valve to modulate a fraction of
the fuel entering the premixing fuel nozzle. The fuel flow pulsa-
tions were phased relative to the combustor pressure fluctuations
to give optimum performance.

This paper describes the application and scaleup of the tech-
niques developed in the single-nozzle combustor to a three-nozzle
sector combustor. The sector combustor allowed a more engine-
like environment in which the effects of nozzle-to-nozzle interac-
tion and combustor liner damping could be investigated.

Sector Combustor
A cost-effective alternative to both engine and full-annular

combustor testing is to test a sector cut from the full combustor
annulus containing several fuel nozzles. Sector combustor testing

offers savings over full-annular combustor testing because of the
reduced hardware, and reduced compressor, and air heating capac-
ity required. For the three-nozzle sector combustor used in this
program, the outer fuel nozzles provided the center fuel nozzle
with fluid dynamic boundary conditions typical of those in an
engine, although it is not capable of reproducing circumferential
acoustics that may be observed in full-annular engine combustors.

The combustor used for this portion of the program was a
67.5 deg sector cut from an aeroderivative gas turbine engine
whose cross section is shown in Fig. 1. Three fuel nozzles at
22.5 deg spacing fed a sector of the full-annular combustor. The
sector centerline was oriented horizontally, with fuel Nozzles 1, 2,
and 3 positioned at 8, 9, and 10 o’clock, respectively, looking
downstream on centerline. The two azimuthal boundaries �sector
cutting planes� of the combustor were sealed by welding in solid
plates, which were coated with a ceramic thermal barrier and con-
vectively cooled on their outer surface by unheated air. A water
cooled, simulated turbine inlet guide vane pack was installed in
the exit of the combustor providing a high Mach number ��0.8�
downstream boundary similar to that existing in the engine.

All three fuel nozzles feeding the sector combustor were iden-
tical to that used in the previous single-nozzle combustor tests
�1,2�. Air from the prediffuser entered the fuel nozzles tangentially
with liquid fuel injected into the airflow through six axial spokes.
The premixed and prevaporized fuel/air mixture left the fuel
nozzle axially with streamwise swirl induced by the air’s tangen-
tial entry into the nozzle.

The sector combustor was operated at pressure-scaled condi-
tions to accommodate the compressed air facilities. Similarity �ve-
locity matching, in this case� between the true engine operating
conditions and reduced pressure conditions could be ensured by
preserving the combustor flow parameter, FP, where

FP =
ṁair

�T3

P3
�1�

where ṁair is the mass flow rate of air, T3 the diffuser air total
temperature, and P3 the diffuser air total pressure.

Operating the sector combustor at a reduced pressure of
1.1 MPa and a corresponding reduced airflow of 8.2 kg /s pre-
served the engine operating flow parameter and fell within the
operating capabilities of UTRC’s compressor facilities. A nonviti-
ating air heater heated the air to a temperature of 730 K, typical of
the engine combustor inlet temperature.

Control valves on the combustor outlet, inner diameter bleed,
and outer diameter bleed controlled the balance of the airflow
splits among the different flow paths �fuel nozzles, liner, bypass�.
Inner diameter and outer diameter bleed flows were adjusted to
approximate the Mach numbers in the engine shroud. Overall air-
flow as well as inner and outer diameter bleed airflows were mea-
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sured with choked venturis. Airflow through the combustor was
calculated as the balance between the total and bleed airflows.
Combustor airflow splits through the fuel nozzles and dilution
holes were calculated based on nonreacting flow capacity tests.
Approximately 70% of the air was delivered to the primary com-
bustion zone. The combustor primary-zone equivalence ratios re-
ported in this paper are based on the calculation of airflow through
the fuel nozzles.

The sector combustor was fueled with No. 2 diesel, delivered to
the sector combustor at a nominal flow rate of 460 kg /h. The
nozzle-to-nozzle fuel flow distribution was neither controlled nor
measured during combustion tests, but preliminary cold fuel flow
measurements indicated that the fuel flow was evenly distributed
among the three fuel nozzles.

At each fuel nozzle, the fuel flow was divided among six fuel
injection spokes, where five spokes were operated steadily and the
sixth spoke flow was actuated by a high-speed solenoid valve with
separate feed plumbing, as shown in Fig. 2. The solenoid valves
had a maximum operating frequency of approximately 250 Hz.

The average fuel flow rate to each of the three control spokes was
monitored individually with turbine flow meters. The mean fuel
flow through each of the actuated fuel systems was maintained at
1 /6 of the fuel flow through that nozzle. Accumulators installed in
the fuel system upstream of the actuating valve worked to main-
tain steady fuel supply pressure by adding capacitance to the sys-
tem. Fuel plumbing elevations were chosen to minimize trapped
air in the system that could introduce undesirable fuel system
dynamics. The distance from the fuel modulating valves to the
point of fuel injection through the spoke was nominally 1 m.

Instrumentation
Both time-averaged and fast-response measurements were col-

lected during sector combustor tests. Time-averaged measure-
ments of mean air and fuel pressures, temperatures, flow rates,
and emissions concentrations were collected. Species concentra-
tions of NOx, CO, unburned hydrocarbons �UHC�, CO2, and O2
concentrations were measured for each data point. Exhaust gas

Fig. 1 Cross section of sector combustor test facility with instrumentation
and actuation system

Fig. 2 Schematic of steady-state and controlled fuel systems in the sector
combustor test facility
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was sampled from an array of locations spanning the exit of the
combustor and ganged together to yield a spatially averaged
sample. The sampled gas flowed to the emission analyzers
through heated and insulated tubing. All emission concentrations
reported in this paper have been corrected to 15% O2 concentra-
tions.

Fast-time response measurements were collected using a
dSpace data acquisition system configured to sample multiple
channels simultaneously at a frequency of 2 kHz with a low pass
filter at 1 kHz. The sector rig instrumentation layout is shown in
Fig. 1. Limited access allowed for only two combustor fluctuating
pressure measurements at the same axial location just downstream
of the fuel nozzle exit plane and one upstream diffuser pressure
measurement. PCB pressure transducers were mounted flush to
the flow path walls in special insulated and water-cooled vessels,
which protected them from the surrounding containment tempera-
ture and pressure.

Photomultiplier tubes �PMT’s� were used to measure the inten-
sity of CH and CO radical emissions in the combustor. The inten-
sity of these emissions has been shown to linearly track the rate of
heat release in premixed systems �3,4�. Light was collected using
fiber-optic probes “looking” upstream through the dilution air
holes in the combustor liner. This orientation allowed the three
PMT’s to “see” the primary combustion zone downstream of each
of the fuel nozzles. 200 �m diameter quartz fibers with a numeri-
cal aperture of 0.37 passed through a flange in the pressure vessel
and were directly coupled to each PMT. Bandpass optical filters
were installed to selectively admit only those wavelengths associ-
ated with CH and CO emissions �430 nm�.

High-response pressure measurements in the actuated fuel lines
were used to coordinate actuation among the three systems. These
transducers were located between the valve and the fuel injector,
each the same distance from the fuel injector tips, yielding a mea-
sure of the relative fuel injector phasings.

Uncontrolled Combustor Characterization
By operating the sector combustor at leaner premixed stoichi-

ometries, and therefore lower flame temperatures, NOx emissions
could be reduced from 40 ppm to less than 20 ppm, as shown in
Fig. 3. The leaner stoichiometries that led to reduced NOx caused
a penalty to CO emissions, increasing concentrations from less
than 20 ppm to 130 ppm. A fair compromise could be achieved
near a primary-zone equivalence ratio of 0.435 with NOx and CO
concentrations of 30 ppm and 40 ppm, respectively. Figure 4
shows how combustor pressure oscillations increased with de-
creasing equivalence ratio. Controlling these pressure fluctuations
would allow an engine to be operated at an equivalence ratio that
optimizes the balance between NOx and CO emissions.

Power spectral density �PSD� plots of combustor pressure for
equivalence ratios of 0.41 and 0.45 are shown in Fig. 5. Decreas-
ing the equivalence ratio amplifies the peak and shifts it to lower
frequency. PSD’s of the PMT signal corresponding to fuel Nozzle
1 �Fig. 6� show heat release fluctuation spectra similar to the
pressure spectra. These modes have been characterized as “bulk”
modes, in which there is little spatial variation of the fluctuating
pressure within the combustor �5�.

Actuation System Characterization
Combustor pressure response to open-loop forcing of the con-

trol fuel flows at discrete frequencies was used as a measure of
actuator authority. Figure 7 shows a combustor pressure PSD plot
for a case in which the control fuel flow to Nozzle 2 was forced at
100 Hz. Subtracting the pressure spectra amplitude of the un-
forced case from the forced case at the open-loop forcing fre-
quency quantified the actuator’s authority at that frequency. Open-
loop forcing of a single fuel nozzle could typically raise the
pressure spectra at the forcing frequency from 100% to 400% of
the unforced amplitude depending on the forcing frequency.
Open-loop forcing experiments were not performed near the
dominant pressure oscillations frequency for risk of doing damage
to the combustor. In addition, the uncertainties associated with
likely interaction of the forcing with the possible self-excitation

Fig. 3 Dependence of NOx and CO concentrations at combus-
tor exit on the primary-zone equivalence ratio

Fig. 4 Dependence of combustor pressure fluctuation levels
on the primary-zone equivalence ratio

Fig. 5 Power-spectrum density plots of uncontrolled combus-
tor pressure fluctuations at two equivalence ratios, �, showing
shift in amplitude and frequency of the dominant mode with
equivalence ratio
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via heat release coupling would make interpretation of open-loop
forcing data near the pressure oscillations frequency difficult. It
was assumed that actuator authority in “quiet” regions of the spec-
trum was indicative of authority near the dominant frequency.

For simultaneous open-loop forcing of multiple fuel nozzles,
actuator authority was dependent on the relative nozzle-to-nozzle
phasing. The “diamond” curve in Fig. 8 shows combustor pressure
spectral amplitudes at a 100 Hz open-loop forcing frequency for
two simultaneously forced fuel nozzles versus their relative phase.
A broad range of phases, −60 deg� ��3−�2�� +60 deg, existed
where the actuator authority was optimized and relatively insen-
sitive to phase. Phase-optimized actuator authority increased lin-
early with the number of fuel nozzles actuated.

Controlled Combustor Characterization
A closed-loop control algorithm was developed to use the ac-

tuators’ authority to damp combustor pressure oscillations. The
algorithm chosen consisted of a frequency tracking observer

implemented in software, which identified the frequency and in-
phase and quadrature components of the combustor pressure os-
cillations from a high-response pressure signal. The phase shifted
pressure oscillation signal was fed back to the on/off control
valve. The phase shift was selected by the user and could be
specified independently for each of the three fuel nozzles.

Combustor pressure PSD plots for closed-loop control of
Nozzle 2 in Fig. 9 show that depending on the controller phase
chosen, the pressure oscillations in the combustor could either be
damped or amplified. Figure 10 shows the combustor rms pres-
sures for closed-loop control of individual fuel nozzles for an
array of controller phases. Phase-optimized reductions in combus-
tor rms pressure of approximately 40% �3 dB� were typical for
closed-loop control of fuel Nozzle 1 or 2. It is possible that the
discrepancy between the behavior of Nozzle 3 compared to
Nozzles 1 and 2 was attributable to a maldistribution of air be-
tween the nozzles. This was likely caused by the artificial walls of
the sector restricting the airflow to a tangential air inlet of Nozzle
3. Previous experience with this combustor indicated that Nozzle
3 operated at a slightly higher local equivalence ratio than the
other two nozzles due to this effect.

Fig. 6 Power-spectrum density plots of uncontrolled optical
emissions „heat release rate… at two equivalence ratios, �,
showing shift in frequency and amplitude of the dominant
mode similar to that seen in the pressure data

Fig. 7 Effect of single-nozzle open-loop forcing at 100 Hz on
combustor pressure spectrum

Fig. 8 Actuation authority increases linearly with the number
of fuel nozzles actuated, provided the actuation is well
coordinated

Fig. 9 Combustor pressure power spectra illustrating the abil-
ity of the control system to both amplify and attenuate the pres-
sure oscillations „single-nozzle actuation…
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Speculating that the effectiveness of the controller could be
increased with additional actuator authority, produced by actuat-
ing more nozzles, the control algorithm was tested using multiple
simultaneously actuated fuel nozzles. Figure 11 shows the PSD
plots for phase-optimized �minimum pressure oscillations� single,
dual, and triple closed-loop controlled fuel nozzles. Combustor
pressure oscillations were reduced by going from single to dual
nozzle actuation, but no further reduction was obtained by actuat-
ing all three fuel nozzles, in spite of the open-loop forcing results.
The best control was achieved with dual nozzle actuation, yielding
a 6.5 dB �2.1 times or 53%� reduction in the bulk mode pressures
and a 25% reduction in broadband rms pressure. These reductions
in combustor pressure oscillations via active control were accom-
panied with no penalties to emissions compared to uncontrolled
operation. The magnitude of the reduction was limited by the
“splitting” of the spectral peak into two smaller peaks. This split-
ting behavior was evident for both two- and three-nozzle actua-
tions, but the amplitude of the secondary peaks was larger for the
three-nozzle case.

Interpretation of the Closed-Loop Results
A model-based explanation of the peak-splitting phenomenon

observed during closed-loop control in the sector rig is provided

in this section. Pressure oscillations in a combustor dominated by
a narrow frequency band can be interpreted using a limit-cycling
model or a stable, noise-driven model. Most references attribute
pressure oscillations in combustor to self-excitation of coupled
acoustics and heat release system resulting in a limit-cycling be-
havior. However, it will be shown that the uncontrolled sector rig
combustor behavior and the splitting of the bulk mode peak ob-
served during controlled operation of the sector combustor can be
better explained using a model of the combustor as a lightly
damped, linearly stable system driven by noise attributed to tur-
bulence. Note that there are important differences between behav-
ior observed in small laboratory combustion control experiments
and full-scale industrial combustors. Laboratory combustors have
typically no liner, and thus have lower damping than industrial
combustors. At the same time, laboratory combustors may have
lower turbulence levels than larger, more complex devices. With
low damping and low noise levels, it is likely that significant
pressure oscillations will only occur due to self-excited limit-cycle
oscillations �6�. Industrial combustors can exhibit noticeable pres-
sure oscillations in a stable, noise-driven regime and hence a self-
excited model is, in many cases, not necessary. In this sense, the
term “combustion instability” is less appropriate for this investi-
gation, as it will use a stable model of sector rig and add driving
broadband stochastic disturbance to account for the observed pres-
sure oscillations. Of course, in a very lean condition, a self-
excited model of pressure oscillations in industrial combustors
will be more appropriate than a stable-driven model �1,7�.

Experimentally determined frequency responses of the combus-
tor pressure to the valve actuation voltage �Fig. 12� closely re-
sembled linear systems with delay. A second-order model with
delay was used to fit these dynamics with good agreement in the
frequency range of 150–400 Hz. In principle, these empirical fits
are necessary but not sufficient to conclude that the combustor
dynamics were, in fact, linearly stable �as opposed to perhaps
limit-cycling behavior�, as a limit-cycling system may produce a
frequency response resembling that of a stable-driven system.
However, there are several additional arguments that a stable-
driven system is indeed a good model of the observed behavior.
First, the uncontrolled pressure PSD can be closely matched using
a noise-driven stable model. Second, Fig. 13 shows that the prob-
ability distribution of pressure from experiments is very well ap-
proximated by Gaussian distribution, which is a typical distribu-

Fig. 10 Effect of controller phase on combustor pressure fluc-
tuation levels for single-nozzle actuation

Fig. 11 Multiple-nozzle, closed-loop actuation led to relatively
small incremental reductions in pressure fluctuation levels,
due to “peak-splitting” phenomenon

Fig. 12 Bode plot of combustor pressure over valve command
signal, no control, equivalence ratio of 0.44
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tion of an output of a linear system driven by Gaussian input. A
noise-driven limit-cycling system would show a double-hump dis-
tribution �8,9� of pressure. Last, it will be shown that the stable-
driven model reproduces the peak-splitting effect of the controller
in simulations with encouraging fidelity to data.

The transfer function of combustor pressure to valve command
voltage was measured via open-loop swept-sine tests actuating
one of the three nozzles. The first step in fitting a measured trans-
fer function was to identify the time delay from the slope of the
phase in the frequency range of 220–260 Hz. Next, the phase lag
due to delay was subtracted from the experimental phase lag
yielding a nearly classical second-order response with the phase
dropping 180 deg through the magnitude response peak. A stable
second-order transfer function with 2 poles and 1 zero was fitted
numerically.

A schematic of the closed-loop simulation block diagram is
shown in Fig. 14. The plant G0�j�� is the empirical second order
system with delay representing the combustor dynamics. With the
controller off, the standard deviation of the white Gaussian noise
was adjusted in the simulation to match the PSD of the pressure
data from experiment. A likely physical source of the driving dis-
turbance is the turbulent flow fluctuations driving the acoustic
mode directly or through the heat release process.

The effect of multiple nozzles was simulated by linearly scaling
the controller output by the number of nozzles, which was consis-
tent with experimental open-loop forcing results.

Figure 15 shows that the simulation exhibited a peak-splitting
phenomenon similar to those observed in the experiments. The
amplitude at the dominant oscillation frequency was attenuated
while the secondary peaks were amplified by adding more nozzles
and therefore more authority. The simulation showed symmetric
splitting because the three on-off valves were modeled as one
on-off valve with variable “on” level, denoted by b on Fig. 14.
The slight asymmetry of peaks after the third valve was turned on
in experiment can be attributed to a different phase lag of the third
valve relative to the first two.

Even though a linear, stable system driven by white Gaussian
disturbance was a good model of the sector combustor during the
experiments, using on-off valves for control made the closed-loop
system strongly nonlinear. Thus, an analysis of peak splitting us-
ing linear control theory tools �6� may not seem immediately rel-
evant. However, it has been argued by Banaszuk et al. �10� that a
quasilinear analysis using random-input describing functions is
appropriate to study the nonlinear dynamics of the combustion
model with on/off valves in the presence of large-amplitude noise
�Fig. 16�, as is the case with this closed-loop model. In this tech-
nique, the signals in the model were approximated as sums of
constant, sinusoidal, and random components with Gaussian dis-
tribution. The static nonlinear elements were replaced with
equivalent gains called random-input describing functions. The
values of constant components, amplitudes and frequencies of
sinusoidal components, and standard deviations of Gaussian com-
ponents in the system can be found by solving system of nonlinear
equations.

Fig. 13 Distribution of 20,000 samples of uncontrolled un-
steady combustor pressure „x… and a fit with a Gaussian distri-
bution „�…

Fig. 14 Schematic of closed-loop combustor simulation block
diagram

8

Fig. 15 Second-order model of combustor with delay repro-
duces peak-splitting phenomenon „Fig. 11… in closed-loop
simulation

Fig. 16 Model of the closed-loop combustor with the on-off
valve characteristic simulated with its random-input describing
function
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It can be shown that the system of Fig. 14 with the identified
standard deviation of Gaussian input has low effective gain of the
on-off valve for the sinusoidal signal so that a limit cycle oscilla-
tion cannot be sustained. Therefore, only the balance of Gaussian
processes in the loop has to be carried out to approximately “pre-
dict” the PSD of the combustor pressure under closed-loop con-
trol. The random-input describing function for the on-off valve
with “on” level denoted by b is

N��� =� 2

�

b

�

where � is the standard deviation of the Gaussian process at the
input of the valve. One can show that, given the noise input PSD
�ii�j��, � can be found from the Gaussian process balance equa-
tion

� =� 1

2�
�

−�

�

� G0�j��Gc�j��

1 +� 2

�

b

�
G0�j��Gc�j���

2

�ii�j��d�

which can be solved numerically. Once the value of � is known,
the pressure PSD �pp�j�� can be obtained from the formula

�pp�j�� = 	G0�j��/�1 + G0�j��GC�j��N����	2�ii�j��

The closed-loop transfer from noise to pressure is G0�j�� / �1
+G0�j��GC�j��N����, indicating the following:

• For 	1+G0�j��GC�j��N���	�1, the pressure oscillations
are amplified by the controller.

• For 	1+G0�j��GC�j��N���		1, the pressure oscillations
are attenuated by the controller.

Figure 17 shows the Nyquist plot of 	G0�j��GC�j��N���	 in the
complex plane for the value of b corresponding to three valves.
�For this plot G0�j��GC�j�� and � were obtained from model
simulation rather than calculation, the main reason being that the
controller GC�j�� used in the experiments and in the simulation
was a nonlinear phase-shifting controller based on a frequency-
tracking extended Kalman filter, which does not have a simple
linear transfer function, even though for a fixed central frequency
of oscillations, it can be closely approximated by a linear transfer
function.�

We see that the controller can either amplify or attenuate pres-
sure oscillations at certain frequency bands. The two nearly sym-
metric branches of the Nyquist plot that cross into the unit-radius

circle, centered at �−1,0�, for frequencies greater than 225 Hz and
less than 195 Hz were the root causes of the secondary peaks.
While adding more nozzles and therefore more actuator authority
increased the control gain in the attenuation band, it also increased
the control gain in the excitation band as well, imposing a limit on
the phase-shifting controller’s effectiveness. Note, however, that
increasing the number of actuated nozzles does not correspond to
proportional gain increase, as the standard deviation � of the
Gaussian process at the input of the valve is a function of b.

The large delay in the sector combustor made broadband at-
tenuation of pressure oscillations difficult. Because of the large
delay between the valve command signal and pressure pulsations,
the plant phase changed rapidly over a relatively wide range of
frequencies near the resonant frequency where the plant had con-
siderable gain and where the phase and gain of the controller were
approximately flat. Therefore, the Nyquist plot of
	G0�j��GC�j��N���	 entered the unit circle centered at �−1,0� for
the frequencies on both sides of the attenuation band. The quickly
rolling plant phase due to the large plant delay resulted in positive
feedback control on both sides of an attenuation band centered at
the resonant frequency, yielding an apparent splitting of the domi-
nant oscillation mode.

Similar peak-splitting phenomena were observed in combustion
experiments by Langhorne et al. �11� Fleifil et al. �12� Saunders et
al. �6�, and others. Langhorne et al. �11� used on-off valves in the
reported experiments. They noticed a large delay in the plant.
They used sinusoidal input describing functions to replace the
on-off valves and interpreted the effect of control as reduction of
a magnitude of a limit cycle. However, the analysis always pre-
dicted a system in a limit cycle and did not allow for an explana-
tion of peak splitting. The missing element in the analysis was the
effect of driving noise essentially linearizing the valves and stabi-
lizing the limit cycles. Fleifil et al. �12� attributed secondary peaks
to destabilization of the flame dynamics. Saunders et al. �6� dealt
with limit-cycling model of combustion instability in an academic
rig controlled with acoustic drivers. After the limit cycle was sta-
bilized, the secondary peaks were observed. As in the present
paper, the secondary peaks were attributed by Saunders et al. �6�
to the controller destabilizing the sidebands. However, no model
matching results of experiment was presented.

Experiments of Seume et al. �7� and Cohen et al. �1� with active
control of combustion instability did not show peak-splitting phe-
nomenon. This could be attributed to the fact that in the above
mentioned experiments either the delay was lower �pilot fuel
modulation rather than the main fuel modulation in experiments
of Seume et al. �7�, shorter fuel lines in experiments of Cohen et
al. �1� or damping of the plant was low �lean conditions in experi-
ments of Seume et al. �7�, no acoustic liner in experiments of
Cohen et al. �1�, so that the plant gain was low in the sidebands
where feedback was positive. We believe that in both cases, a
self-excited mechanism was dominant and a stable, noise-driven
model would not be appropriate. Banaszuk et al. �10� provide
some analysis on the effect of delay and plant damping on peak
splitting.

The contribution of the present paper to explanation of peak
splitting is as follows. The role of combustion delay associated
with using the main fuel system for control of lean premix com-
bustion was explained. The importance of taking into account the
turbulence-induced noise has been indicated. For the first time, a
simple model closely reproducing the peak splitting observed in
experiment has been provided. Lastly, it was shown why quasilin-
ear approaches like random-input describing function methods are
valid approximate analysis tools for nonlinear combustion models
including Gaussian disturbance.

Summary
Active control of pressure oscillations was demonstrated on a

three-nozzle sector combustor, using engine hardware. The con-
trol system was scaled up from a previous system designed for use

Fig. 17 Nyquist diagram for single-nozzle closed-loop control
near the optimum control phase, showing that the controller
excited secondary peaks „“B” and “C”… and attenuated the pri-
mary peak „“A”…
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in a single-nozzle combustor. This system used solenoid valve
actuators to modulate a portion of the fuel delivered to each of the
premixing fuel nozzles. A phase-shifting control algorithm, using
a frequency-tracking observer to identify and track the pressure
oscillations, acted on the sensed combustor pressure fluctuations.

Testing of the uncontrolled combustor demonstrated that the
dominant oscillations occurred at a frequency of approximately
200 Hz, dependent on the operating conditions.

Open-loop forcing tests illustrated that coordination of the three
different actuation systems was insensitive to the relative phasing
between the systems over a broad range of phase differences.
Overall actuation authority increased linearly with the number of
fuel nozzles actuated.

Demonstration of the closed-loop control system showed that
reductions of 6.5 dB were possible using dual-nozzle actuation.
The combustor emissions did not change relative to uncontrolled
operation. Although the open-loop forcing tests demonstrated that
overall actuator authority increased linearly with the number of
fuel nozzles actuated, closed-loop control tests showed that the
incremental reductions in combustor pressure oscillations dimin-
ished with the number of fuel nozzles actuated. This was a direct
result of the controller “splitting” the dominant spectral peak, a
fundamental limitation of phase shifting controllers in systems
with large delays. The peak-splitting phenomenon could be repro-
duced in simulation using an empirical second-order system with
delay representing combustor dynamics driven by noise.
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Effects of Temperature and
Particle Size on Deposition in
Land Based Turbines
Four series of tests were performed in an accelerated deposition test facility to study the
independent effects of particle size, gas temperature, and metal temperature on ash
deposits from two candidate power turbine synfuels (coal and petcoke). The facility
matches the gas temperature and velocity of modern first stage high pressure turbine
vanes while accelerating the deposition process. Particle size was found to have a sig-
nificant effect on capture efficiency with larger particles causing significant thermal
barrier coating (TBC) spallation during a 4 h accelerated test. In the second series of
tests, particle deposition rate was found to decrease with decreasing gas temperature.
The threshold gas temperature for deposition was approximately 960°C. In the third and
fourth test series, impingement cooling was applied to the back side of the target coupon
to simulate internal vane cooling. Capture efficiency was reduced with increasing mass
flow of coolant air; however, at low levels of cooling, the deposits attached more tena-
ciously to the TBC layer. Postexposure analyses of the third test series (scanning electron
microscopy and X-ray spectroscopy) show decreasing TBC damage with increased cool-
ing levels. �DOI: 10.1115/1.2903901�

Keywords: deposition, syngas, turbines

Introduction
The effects of solid particles ingested into gas turbines are a

universal problem shared by both land based and aircraft turbines.
Due to the large air flow that gas turbines require, these particles
cannot economically be entirely eliminated from the inlet air flow
even with the best filtration and cleanup systems. Internal particu-
late sources include combustion products of fossil fuels, eroded
turbomachinery components, and secondary chemical reactions.
External particulate sources vary widely depending on operating
environment �marine, desert, and industrial� and level of filtration
�aeroengine, remote power microturbine, or large industrial power
plant�. These contaminants are heated in the combustor and either
follow the flow out of the engine or impact against the turbine
blades, which results in erosion, corrosion, and deposition. Ero-
sion and deposition are competing phenomena and depend on the
phase of the particulate impacting the blade surfaces. While there
are numerous secondary parameters influencing these processes,
generally the particulate erodes the blades when it is below the
softening temperature and adheres to the blades when above the
softening temperature. This threshold temperature depends on the
particulate type, but has been shown to occur between 980°C and
1150°C �1–5�.

The primary factors affecting the extent of deposition on tur-
bine blades include gas temperature, turbine surface temperature,
net particle loading, particulate chemical composition, turbine
blade exposure time, and geometric boundaries imposed on the
flow. Previous turbine tests with coal-derived fuels by Wenglarz
and Fox �4� show a dramatic increase in deposition rate as the gas
temperature is raised above the particulate melting point. In their
study, coated turbine superalloy specimens were subjected to
2–5 h of deposition from three coal-water fuel �CWF� formula-
tions. The coal had been cleaned to simulate ash levels ��1% �
that would be considered acceptable for use in a gas turbine. The

fuel was burned in a low-emission subscale turbine combustor at
realistic flow rates �e.g., impact velocities �180 m /s� and gas
temperatures �1100°C�. With the turbine specimens located at
two different streamwise locations downstream of the combustor
exit, the influence of gas temperature on deposition rate could be
studied. It was noted that the upstream specimens �operating at
gas temperatures �1100°C� experienced one to two orders of
magnitude higher deposition rates compared to the downstream
specimens �operating at gas temperatures �980°C�. Compared to
a previous series of tests with lower ash content �0.025%� residual
fuel oil, the deposit levels with CWFs were two to three orders of
magnitude larger for the same operating temperature. An
aeroengine deposition study performed by Kim et al. with volca-
nic ash showed that the rate, at which deposition occurs, increases
with time for a given turbine inlet temperature �TIT� and dust
concentration, i.e., the vanes become better captors of material as
the deposits on the vanes increase �5�. It was also found that once
deposition begins, the mass of material deposited is proportional
to dust concentration for a given TIT and dust exposure time.

Wenglarz and Fox �4� also explored the possibility of subcool-
ing the upstream turbine specimens and found a factor of 2.5
reduction in deposits for a 200°C drop in metal surface tempera-
ture. Lower deposit formation in areas of reduced surface tem-
perature was also noted by Bons et al. �6� in their study of ser-
viced turbine hardware. Cooled turbine vanes, which exhibited
large �1–2 mm thick� marine deposits over their entire surface,
were noticeably free of deposits in the film cooling flow path
where surface temperatures are significantly lower. This effect
created substantial troughs or “furrows,” which extended for more
than ten hole diameters downstream of the cooling hole exit.
These results confirm the important role of gas and surface tem-
perature in determining deposition rates from ash-bearing fuels.

Due to current economic and political pressures, alternate fuels
such as coal, petcoke, and biomass are being considered to pro-
duce substitute syngas fuels to replace natural gas in power tur-
bines. Given the present volatility in natural gas markets and the
uncertainty regarding projected fuel availability over the
20–30 year design lifetime of newly commissioned power plants,
coal and petroleum derivative fuels are already being used at a
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handful of gas turbine power plants worldwide. In addition, inter-
mediate goals of the DOE Future Gen and DOE Turbine Program
focus on coal syngas as a turbine fuel in an effort to reduce de-
pendency on foreign supplies of natural gas. Thus, the stage is set
for broader integration of alternate fuels in gas turbine power
plants. Studies of potential sources of deposition from these syn-
gas fuels are necessary so that their adverse effects can be mini-
mized. Deposition has numerous adverse results that can range
from decreased engine performance to catastrophic failure of the
blades. For monetary as well as safety reasons, it is highly desir-
able to reduce or eliminate these effects. In all but the most severe
conditions, deposition is a relatively slow process and its study on
an actual turbine is neither time nor cost efficient. To remedy this,
an accelerated turbine facility has been developed, which simu-
lates 8000 h of exposure time in a 4 h test. This is done by match-
ing the net particle throughput mass at realistic combustor gas exit
temperatures and velocities. The validation of this hypothesis was
the subject of a previous paper by Jensen et al. �7�. Subsequently,
this facility has been used to study alternate fuel deposition at
constant operating conditions and the evolution of deposits with
repeated exposure. The present study uses this facility to charac-
terize the effects of deposition from coal- and petcoke-derived
fuels on turbine blade materials as the particle size, gas tempera-
ture, and back side cooling level are varied independently.

Experimental Facility

Modifications. The Turbine Accelerated Deposition Facility
�TADF� was originally built in 2004 �Fig. 1�. Jensen et al. �7�
described the facility in detail and provided validation of acceler-
ated testing principles using airborne particulate. Its basic features
include a partially premixed natural gas burning combustor ca-
pable of operating at an exit Mach number of 0.3 and an exit
temperature of 1150°C, thus simulating the conditions at the en-
trance of a typical first stage nozzle guide vane for an F-class
power generation turbine. One flow parameter that is not simu-
lated is static pressure �deposition occurs at approximately atmo-
spheric conditions�. Jensen et al. cited a number of sources for
facilities that also operate at lower pressures than an operating gas
turbine engine and all concluded that particle temperature, con-
centration, and residence time are the critical parameters for
proper simulation and not static pressure. A small fraction of the
high pressure air is directed through a particle feed system, con-

sisting of a syringe driven by a frequency controlled motor, which
can be adjusted to yield the desired feed rate. Particulate from the
syringe is entrained into the flow and enters at the base of the
combustor. The particulate is then heated in the combustor and
brought to thermal and velocity equilibrium in the 1 m long
equilibration tube before impacting on a circular turbine blade
specimen held at a desired impingement angle within one jet di-
ameter of the tube exit.

Since its design, the TADF has been used for numerous depo-
sition studies involving airborne particulate, biomass, coal, and
petcoke �7–10�. In all previous studies, the fixture used to hold the
test sample produced a nearly isothermal profile through the target
specimen thickness. Modern engines employ significant internal
and film cooling schemes to help protect blade materials. In order
to more closely model these conditions, modifications were made
to the TADF. Minor modifications to the combustor included: in-
creasing the equilibration tube diameter to 2.54 cm to allow for a
more uniform temperature profile and increasing the number of
flame holders from 4 to 8 to maintain flame stability. The increase
in tube diameter resulted in a slight decrease in exit velocity with
the Mach number reduced to 0.25 for the operating temperature of
1183°C. Primary air flow was measured with a choked flow ori-
fice to an uncertainty of �3%. Figure 2 shows the temperature
profile at standard test operating conditions �gas exit temperature
=1183°C, Mach=0.25�. The profile was measured by traversing a
high temperature thermocouple probe across the lip of the tube
exit. The thermocouple was not shielded and a radiation correc-
tion of 33°C at 1150°C was estimated using an emissivity of 0.5
for the oxidized Omegaclad™ probe surface. The thermocouple
uncertainty was less than 15°C and the uncertainty in calculated
Mach number was �0.021.

The NASA Lewis chemical equilibrium code �11� was used to
determine the composition of the combusted gas stream at
1183°C, based on the composition and flow rates of natural gas
and air. For base condition in the TADF �1183°C, 0.0214 kg /s of
inlet air, 0.000471 kg /s of inlet natural gas�, the compositions of
the combusted gas �in mol %� were 12.9% O2, 3.8% CO2, 7.2%
steam, and the balance N2.

A completely new specimen holder was designed to allow for
impingement cooling �Fig. 3�. Cool air is brought in through the
center tube, impinges on the back side of the sample, and exits
through the outer tube. The entire fixture is insulated with ceramic
batting to minimize 3D heat transfer losses. When impingement
cooling is used, the back side temperature of the sample is mea-
sured using two welded K-type thermocouples. Inlet and exit
coolant temperatures are measured using K-type thermocouples as
well. The sample’s front side temperature is measured using a
red-green-blue �RGB� camera through a technique described in
the next section. A radiation shield helps vs minimize radiative

Fig. 1 BYU Turbine Accelerated Deposition Facility schematic

Fig. 2 Equilibration tube exit temperature profile for standard
testing conditions „M=0.25 and T=1183°C…
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losses while also providing optical access through a cutout �Fig.
3� for the RGB camera as well as digital video recording. The
specimen holder can be rotated to hold the turbine sample at any
impingement angle. All the tests in this study were conducted at
45 deg, as shown in Fig. 3, since this is representative of the
leading edge stagnation region of a first stage vane. This impinge-
ment angle was found to produce the maximum surface degrada-
tion in tests conducted by Jensen et al. over a range of angles from
30 deg to 90 deg �7�.

Three sets of circular turbine blade samples, all approximately
2.54 cm in diameter, were obtained from multiple industry
sources for this study. In order to respect proprietary concerns of
the manufacturers, strict source anonymity has been maintained
for all data presented in this publication. The samples are repre-
sentative of a high performance turbine material system: A nickel
based superalloy substrate approximately 0.3 cm thick was com-
mon to all three sets, an MCrAlY bond coating approximately
225 �m thick for the first set, 200 �m for the second, and
175 �m for the third, and an air plasma sprayed �APS� yttrium
stabilized zirconium �YSZ� thermal barrier coating �TBC� layer
approximately 0.45 mm thick for the first set, 0.40 mm for the
second, and 0.17 mm for the third. The samples were polished to
a centerline average roughness �Ra� value of 1–1.5 �m.

Each of the three sets of coupons was used for a different test
series, as will be explained in later sections; therefore, consistency
for each test series was maintained. A small groove was machined
around the circumference of each sample to allow it to be held in
the cooling fixture with adequate sealing to contain the coolant.
For all tests, pre- and post-test masses were measured as well as
digital images taken. Uncertainty in the mass measurement is
�5 mg. A Hommel T8000 profilometer was used for post-test
measurements of the deposit surface roughness. Environmental
scanning electron microscopy �ESEM� was employed as a post-
test diagnostic to determine the extent of deposition and material
system degradation. To prepare the samples for the ESEM, the
samples were placed in epoxy, to preserve the deposit, cross sec-
tioned, placed in Bakelite, and then polished.

During facility operation, the coupon front side surface tem-
perature was measured with a Sony charge-coupled device �CCD�
camera using a two-color technique based on previous work by Lu
�12�. Figure 4 shows the variation in front side temperature as a
function of coolant mass flow rate. The temperature uncertainty
was estimated at 15.4°C. Back side temperatures from thermo-
couples welded to the back side of the coupon are also shown in
the plot. The temperature difference between the front and back
sides increases as the cooling flow rate increases, as expected,
with temperature differences ranging from 200°C to 400°C. An
additional front side temperature measurement was made with an
IR thermometer. A surface emissivity of 0.2 was used to match the
two-color temperature measurement for the lowest cooling rate.
The IR temperature measurements seem to follow the average of
the two-color measurements with this constant emissivity value.
At the highest coolant flow rate indicated in the plot, the surface
heat flux was estimated to be nearly 1000 kW /m2 using a simple

one-dimensional heat flow approximation—a value consistent
with heat flux levels in modern first stage gas turbines.

Particulate Preparation. The coal and petcoke samples used
in this study are the same as those described in Bons et al. �8�,
with the exception that the particle sizes have been substantially
reduced. This was accomplished using a mechanical grinder with
a collector to trap the particles exhausted out of the air filter.
Subbituminous coal fly ash was obtained from an operating power
plant, while the petcoke ash is boiler slag obtained from a com-
bined cycle gas turbine power plant operating with a blend of 55%
petcoke and 45% coal. The ash was characterized using an ESEM
to perform X-ray spectroscopy, which can identify the elemental
composition down to the atomic number of carbon. An indepen-
dent elemental analysis was also conducted on the ash samples by
ALS Chemex using inductively coupled plasma atomic emission
spectroscopy �ICP-AES�. The results were similar with only slight
variation in the weight percentages of silicon, which were attrib-
uted to the ESEM measurements being spot measurements while
the ICP-AES were bulk measurements.

To simulate ash that could be entrained by the flow leading to
the turbine, the particles must be small enough to pass through the
various gas cleanup systems. Filtration systems in modern gas
turbine power plants are designed to remove all particles with
diameters greater than 10 �m and a majority of particles larger
than 1 �m. With inadequate or degraded filtration, these levels
can be exceeded. This study focuses only on contamination from
the fuel gas system. In addition to particles from the fuel stream,
sand and dirt from the inlet air and rust from the gas turbine flow
path can also form deposits resulting in spallation and TBC loss.
This study is intended to supplement other studies performed by
the authors, in which sand, biomass, and other synfuels have been
used �7–10�.

After grinding, the size of the ash samples was determined
using the laser-based Coulter counter. The Coulter counter oper-
ates using a laser beam to illuminate the particles contained in a
water slurry, which scatter light according to their size. Photode-
tectors convert the scattered light to particle size distributions. A
more detailed explanation of the Coulter counter is given in Bons
et al. �8�. Table 1 shows the particle size and elemental composi-
tion of the particulate used in the majority of the tests conducted
in this study. The bulk density of each ash sample was measured
in a graduated cylinder, and the apparent density �mass per par-
ticle exterior volume� was calculated using an estimated packing
factor of 0.5.

Results and Discussion

Particle Size Series. Three series of tests were conducted to
study the effects of particle size, gas exit temperature, and metal

Fig. 3 Fixture designed to allow impingement cooling of tur-
bine blade sample

Fig. 4 Measured front side and back side temperatures as a
function of cooling
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temperature on deposition. The first test series looked at the ef-
fects of particle size on deposition. For the case of erosion,
Hamed et al. �13� calculated the trajectories of various sizes of
particles �10–50 �m� in a modern low pressure turbine �LPT�
stage using a semiempirical particle rebound model. They found
that larger particles actually have multiple rebounds between
neighboring blades while smaller particles primarily impact the
pressure surface only. To explore the effect of particle size on
deposition, the present study used standard combustor operating
conditions �gas exit temperature=1183°C, Mach=0.25� with the
first set of 1 in. diameter turbine samples. The tests were run with
no cooling air and the interior passage of the cooling fixture was
insulated with blanket insulation material. The back side tempera-
ture was measured with two welded K-type thermocouples and
found to be approximately 990°C, which is roughly 200°C below
the combustor exit temperature.

Recently, Wammack et al. �9� conducted a deposition study
using polished TBC turbine samples where the specimens were
subjected to four consecutive testing cycles, returning the sample
to room temperature between each test. They measured a signifi-
cant increase in TBC surface roughness following the first thermal
cycling. As a result, this roughened surface was much more sus-
ceptible to deposit accumulation compared to the highly polished
surface prior to the first test cycle. To account for this effect in the
current test series, an initial 1 h “burn-in” test was conducted with
particulate injection, following which the combustor was shut
down. The sample was allowed to cool without removing it from
the fixture. Following this, the combustor was again brought to
steady state and a standard 4 h test was conducted. Coal ash par-
ticulate was used in this test series, with four different sizes, each
obtained from different locations in the mechanical grinder. The
four particle size distributions �shown in Fig. 5� were obtained
using the Coulter counter. The data shown in the figure are in
wt %, so in all samples there are a majority of particles �by num-
ber� in the range below the mass mean diameter. ESEM images of
the largest and smallest samples show a representative distribution
of particle sizes �Fig. 6�.

Using the pre-test and post-test mass measurements, the net
specimen mass gain during exposure was assessed �Table 2�. In
some cases, the deposit was very fragile and much of it flaked off
following the test as it cooled. The separated deposit percentage,
defined as the amount of deposit that separated after the test ended
divided by the net specimen mass gain, is also shown in the table.
Percentages greater than 100% are indicative of significant spal-
lation of the TBC layer where the mass of the separated deposit
�plus TBC� weighed more than the net specimen mass gain. The

increasing percentage of separated deposit with increasing particle
size indicates that TBC is more prone to spall with larger deposit
formations.

Figure 7 shows two post-test images of the 13 �m particle test
coupon. The first image was taken immediately after combustor
shutdown while the second image was taken after the sample had
cooled to room temperature. Streamwise aligned deposit struc-
tures are evident in the hot deposit image �Fig. 7�a��. These struc-
tures are similar to fuel deposit structures previously measured on
a serviced turbine blade pressure surface by Bons et al. �6� �Fig.

Table 1 Ash particle summary statistics: size, density, and av-
erage elemental composition

Coal Petcoke

Mass mean diameter ��m� 3.1–16 6.3
Bulk density �g /cm3� 0.99 1.45

Apparent density �g /cm3� 1.98 2.90
Element wt % wt %

Na 6.9 4.3
Mg 3.6 2.2
Al 17.8 14.5
Si 47.4 38.3
P 1.6 0.0
S 1.8 1.0
K 2.6 2.5
Ca 8.7 7.5
Ti 1.6 0.8
V 0.0 3.4
Fe 6.4 22.9
Ni 0.0 0.9

Fig. 5 Coal particle size distribution for four sizes tested

Fig. 6 ESEM images of smallest „top… and largest „bottom…

size coal particles
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8�. The deposits in Fig. 8 were considerably more tenacious than
the accelerated coal deposits in this case, since they were still
intact on the blade surface after cooldown. With rapid cooling, the
mismatch in thermal expansion coefficients between the metal, the
TBC, and the deposit results in the removal of most of the deposit
with some of the TBC as well. TBC spallation is evident primarily
along the leading edge of the circular specimen �Fig. 7�b��, even
though the deposit thickness is approximately uniform over the
entire coupon �Fig. 7�a��. Wammack et al. observed similar be-
havior in their deposition tests and attributed this to the impinge-
ment of deposit-laden gas at the exposed metal/TBC interface �8�.
Thus, material system degradation �e.g., TBC spallation� was al-
ways most significant at the leading edge of the turbine specimen.
In a gas turbine, similarly exposed TBC/metal interfaces are evi-
dent at each of the film cooling holes in the stagnation region of
the blade. This explains the common occurrence of TBC spalla-
tion adjacent to stagnation film holes as described by Bons et al.
�6�. The extent of spallation and material system degradation will
be discussed further using ESEM images.

Dividing the net deposit mass by the exposed coupon surface
area and the test duration yielded deposition rate measurements
from 14 mg /cm2 h to 43 mg /cm2 h for the smallest and largest
size particles �Table 2�. Figure 9 shows the effect of particle size
on net capture efficiency �mg/h of deposit divided by mg/h of

particulate added to the flow�. Capture efficiency increases as-
ymptotically with particle size with a more than 50% increase
from 3 �m to 16 �m. These results suggest that with filter deg-
radation, deposition problems as well as turbine hardware damage
are likely to increase considerably. Additionally, it is important to
note that even the smallest size particles tested showed significant
deposition. This would indicate that even with properly function-
ing filtration systems, the problems associated with deposition and
spallation cannot be entirely eliminated. These deposition rates are
lower than previous measurements in the same facility reported by
Bons et al. �70–140 mg /cm2 h� and those reported by Wenglarz
and Fox �200–400 mg /cm2 h� �7,4�. This may be due to the lower
particulate loadings used in the present study compared to Bons et
al. �8� �less than 100 ppmw h versus 150–600 ppmw h,
respectively�.

Despite the larger particle size and increased capture efficiency,
roughness measurements of the deposit surface did not show a
significant trend with particle size. Four 15 mm long profilometer
traces were made on each coupon following the combustor shut-
down. Loose deposits that flaked off during cooldown were not
evaluated for this assessment. Roughness statistics taken from
these four residual deposit measurements were averaged to yield
typical values for each coupon. While the residual deposit sur-
faces were considerably more rough �Ra�7 �m and Rt
�50 �m� than the pre-test coupon surface �Ra�1 �m�, average
roughness values for the 3 �m and 16 �m particles were approxi-
mately the same.

Gas Temperature Series. The second test series was per-
formed using coal ash with a mass mean diameter �MMD� of
3 �m with no cooling air and the interior of the coolant passage
still insulated. Six tests were performed at five different gas exit
temperatures using the second set of samples. Two of the tests
were performed at a gas exit temperature of 1183°C, which is
typical in many modern first stage gas turbine engines while the
other tests were at lower temperatures. All of the tests experienced
a nominal particulate loading of 96�12 ppmw h. This loading is
intended to simulate an engine operating for one year �8000 h� at
a low particulate concentration of 0.01 ppmw. This standardiza-
tion of ppmw h has been used previously �7–9� to simulate long

Table 2 Deposition results from particle size test series

Particle
size

��m�

Preburn
button
mass
�g�

Button
mass

change
�mg�

Separated
deposit
mass
�mg�

Separated
deposit

�%�

Net
deposit
mass
�mg�

Deposition
rate

�mg /cm2 h�

Net
particulate

mass
added to

flow �mg�

Net
capture

efficiency
�%�

3 14.73 70 300 81 370 14.6 10,050 3.68
8 14.88 60 450 88 510 20.13 10,350 4.93

13 14.12 −10 880 101 870 34.34 12,720 6.84
16 14.99 −140 1220 113 1080 42.63 13,390 8.07

Fig. 7 Post-test images of coupon subjected to 13 �m particle
size

Fig. 8 Micrograph image taken of turbine blade pressure sur-
face deposits „flow direction is bottom to top… Fig. 9 Effect of particle size on net capture efficiency
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duration turbine operation. A similar metric was used by Caguiat
�14�, in which accelerated compressor fouling caused by salt wa-
ter ingestion was studied. By using this metric, the results can be
interpreted to a wide range of applications. Airflow was adjusted
to maintain an exit velocity of 170 m /s for each test, which at the
gas temperatures tested yielded Mach numbers ranging from 0.23
to 0.26. Since the mode of deposition for particles on the order of
3 �m is inertial impaction, this constant jet velocity condition
maintains the same kinetic energy at particle impact. Accordingly,
the only relevant variable in this test series is the particle tempera-
ture, which was calculated to be in thermal equilibrium with the
gas at the exit of the 1 m long equilibration tube. Once the facility
reached steady state, particle seeding commenced and lasted for
4 h, after which the facility was immediately shut down. The ini-
tial 1 h burn-in test was not performed for this test series.

Deposits were very similar to the 3 �m test from the particle
size series. The same flaking was observed for the tests run at
1183°C, but very little flaking was noticed at lower temperatures.
Deposition results are summarized in Table 3. Repeated tests were
run at an exit temperature of 1183°C to show the repeatability of
the facility. The deposition rate decreased by approximately 58%
with the first 100°C drop in gas temperature. This was followed
by another 50% decrease with an additional 50°C drop. An addi-
tional 50°C drop in gas temperature to 966°C resulted in a 67%
decrease in deposition rate. At 860°C, no deposit formed indicat-
ing a gas temperature threshold for deposition around 960°C for
this study. This compares well with studies performed previously
by Wenglarz and Fox using coal-derived fuel, Kim et al. using
volcanic ash, and Jensen et al. using airborne dust. Since these gas
temperatures are all lower than the melting temperature of the ash
compounds, the rising deposition rate with gas temperature is
likely due to the increased tendency for deposit sintering at el-
evated temperatures. Sintering creates large deposit masses that
are less susceptible to removal by erosion from subsequent par-
ticle impacts. Figure 10 shows the corresponding decrease in net
capture efficiency with gas temperature. It is noted that the cap-
ture efficiency at 1183°C in Fig. 10 is approximately 50% of that
shown in Fig. 9 for the same 3 �m particle size. This is due to the
effect of the burn-in, which was not performed for this test series.

Figures 11�a�–11�c� show digital images of specimens at 1183°C,
1074°C, and 966°C. Note the large amount of separated deposit
for the high temperature case and the lack of substantial deposits
at low temperature �though the coupon is still discolored at the
lower edge near jet impact�. Based on the trend in Fig. 10, we
would expect deposition rates to increase for G- and H-class en-
gines, which operate above 1500°C. However, some of the con-
stituents may be in a vapor phase at these temperatures so the
degree to which deposition would increase might not be exponen-
tial, as indicated in Fig. 10. The authors are unaware of any depo-
sition tests in the open literature that operate at higher tempera-
tures than those in this study.

A similar trend with gas temperature is noted in the deposit
roughness measurements shown in Fig. 12. All three statistical
roughness metrics �centerline average �Ra�, average peak height
�Rz�, and peak height �Rt�� increase as gas temperature is in-
creased above the deposition threshold temperature of 960°C. It
should be noted that due to extensive deposit flaking at 1183°C,
the roughness measurement shown in Fig. 12 is actually taken
from a separated flake of deposit rather than from the residual
deposit on the coupon surface.

The strong dependency of deposition rate on gas �and particle�
temperature has important implications for modern turbine blade
rows where the gas temperature can drop by 150–250°C per
stage. If the turbine inlet temperature is high enough so that par-
ticles are molten or sinter readily, they may collect primarily near
the leading edge—since with falling temperatures through the

Table 3 Deposition results from gas temperature test series

Gas
temperature

�°C�

Preburn
button
mass
�g�

Button
mass

change
�mg�

Separated
deposit
mass
�mg�

Separated
deposit

�%�

Net
deposit
mass
�mg�

Deposition
rate

�mg /cm2 h�

Net
particulate
Mass �mg�

Net
capture

efficiency
�%�

1183 13.66 40 100 71 140 6.91 7880 1.78
1183 13.66 40 110 73 150 7.4 8220 1.82
1074 13.64 60 0 0 60 2.96 7590 0.79
1020 13.64 30 0 0 30 1.48 7820 0.38
966 13.69 10 0 0 10 0.49 7360 0.14
860 13.62 0 0 0 0 0 7860 0

Fig. 10 Effect of gas temperature on net capture efficiency

Fig. 11 Digital images of postburn coupons at „from left to
right… 1183°C, 1074°C, and 966°C

Fig. 12 Effect of gas temperature on deposit roughness
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vane passage, sintering may no longer be possible. If, however,
the gas temperature at the vane inlet is so high that corrosive
elements are in the vapor phase, then they may not deposit on the
vane. Rather, they may wait until the temperature drops and then
begin to condense on the surface—perhaps in the subsequent
blade row. Another factor affecting deposit buildup is of course
the flow angle relative to the local surface. The flow is directly
impinging at the leading edge, whereas it is mostly parallel to the
wall at midspan.

Impingement Cooling Series. The third test series was per-
formed to study the effects of impingement cooling on deposition.
The insulation was removed from the interior of the cooling fix-
ture and two K-type thermocouples were welded to the back side
of each sample to measure the back side temperature. This test
series used the same set of samples as in the particle size series.
The RGB camera was used to measure the sample front side tem-
perature and two K-type thermocouples were used to measure the
incoming and outgoing coolant temperatures. Four tests were run
at varying mass flows of coolant. The same coal ash was used as
in the gas temperature series �3 �m diameter� and the standard
combustor operating conditions, as used in the particle size series,
were used including the initial 1 h burn-in test. All of the tests
experienced a nominal particulate loading of 110�7 ppmw h,
only slightly higher than the gas temperature series due to the
additional 1 h burn-in test.

The deposits formed in this test series were much more tena-
cious than the previous ones. Appreciable deposit flaking was only
observed for the 1.26 g /s cooling case and it was minimal. This
result is consistent with the behavior of the gas temperature series,
in which the lower gas temperatures showed a more tenacious
deposit. The applied coolant lowers the temperature of the TBC
surface producing a thinner deposit layer. Thin deposit layers are
not as susceptible to flaking induced by thermal contraction dur-
ing cooldown. Table 4 provides a summary of the deposition re-
sults. The deposition rate was reduced by approximately 40% with
the initial level of cooling. This was followed by further reduc-
tions as the amount of cooling was increased. Corresponding

trends in net capture efficiency are shown in Fig. 13. For this
series, spallation occurred, but was limited to very small portions
of the edge at the base of the sample. The amount of visible
spallation decreased slightly with increased coolant mass flow.
The drop in capture efficiency noted in Fig. 13 is similar to the
result of Wenglarz and Fox �4� who observed a factor of 2.5
reduction in deposits for a 200°C drop in metal surface tempera-
ture produced by subcooling. The present results show a factor of
4 reduction in deposits for a 360°C drop in back side temperature
�100°C drop in front side temperature—see Fig. 4� with cooling.
These results clearly show the benefits of cooling in reducing
deposition. However, in G- and H-class engines, the amount of
cooling needed to obtain the necessary drop in front side tempera-
ture could be prohibitive. These results also suggest that film cool-
ing could provide an additional reduction in deposition and spal-
lation. However, Bons et al. �6� noted that film cooling holes
introduce exposed TBC/metal interfaces that are actually more
prone to spallation.

To further assess the level of TBC degradation, the test articles
from this test series were analyzed using the ESEM. The cross
sectioned samples were first used to measure the thickness of
deposit remaining on the surface �Fig. 14�. Three images were
taken of the cross sectioned sample: one at the bottom of the
sample �closest to the combustor exit�, one near the middle, and
one at the top. Figure 15 shows a typical series of images taken
from the 5.81 g /s cooling level sample.

Table 4 Deposition results from impingement cooling test series using coal

Mass flow
of coolant

�g/s�
Heat flux
�kW /m2�

Preburn
button
mass
�g�

Button
mass

change
�mg�

Separated
deposit
mass
�mg�

Separated
deposit

�%�

Net
deposit
mass
�mg�

Deposition
rate

�mg /cm2 h�

Net
particulate

mass
�mg�

Net
capture

efficiency
�%�

0 0 14.73 70 300 81 370 14.6 10050 3.68
1.26 500.68 30.56 130 90 41 220 8.68 8480 2.59
3.38 1049.21 30.69 120 20 14 140 5.53 9270 1.51
5.81 1404.35 30.53 100 0 0 100 3.95 8120 1.23
8.33 1614.26 30.93 0 0 0 0 0 9540 0

Fig. 13 Effect of cooling on net capture efficiency

Fig. 14 Remaining deposit thickness versus cooling level

Fig. 15 Typical image series of bottom „left…, middle, and top
„right… portions of 5.81 g/s coolant test sample
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As seen in Fig. 14, residual deposit thickness is fairly uniform
for the no cooling and lowest level of cooling cases. This is in-
dicative of the large percentage of separated deposit for these two
cases as noted in Table 4. As the amount of cooling was increased
to 3.3 g /s, the top deposit thickness dropped off considerably
while the middle and bottom continued to increase because of the
more tenacious deposit formation near the leading edge. Since the
top of the coupon was furthest from the jet, it experienced the
lower temperatures and thus less deposition. Further increases in
the amount of coolant result in decreasing deposit thicknesses at
all locations. This spatial variation in deposit thickness is similar
to what occurs in an actual turbine with deposition buildup at the
hottest spots near the leading edge �6�. Figure 15 shows the level
of spallation, which occurred at the leading edge as a result of
deposit penetration. Similar spallation was seen in the particle size
test series. Wammack et al. �9� observed a similar deposit penetra-
tion effect although with a different TBC material system. With
the exception of the highest cooling case, all other tests in this
series had varying amounts of spallation damage caused by pen-
etration of the deposit along the cross section.

Figure 16 contains the surface roughness data for the impinge-
ment cooling test series. As expected, the roughness falls off as
the deposit is reduced due to increased back side cooling. The
roughness measurement for the no cooling case was taken from a
separated deposit flake to ensure consistency with the more tena-
cious deposits at the higher cooling levels.

X-ray spectroscopy was conducted to determine the elemental
constituents in the surface deposit, as well as the penetrating de-
posits. Figure 17 shows the elemental composition in wt % com-
pared with the ash. The surface deposits showed a similar makeup
as the ash; however, there was a significant increase in Ca while
Na and Si showed large decreases. The figure also clearly shows
that the TBC studied is penetrated by Si, Ca, and Al from the ash.
The spallation appears to be the result of the difference in coeffi-
cients of thermal expansion between the TBC and the penetrating
ash elements. Upon shutdown of the facility, this mismatch in
contraction rates causes significant thermal stresses in the TBC,
resulting in separation of the TBC layer particularly near the
edges of the coupon.

Petcoke Series. A final series of tests were performed using the
petcoke/coal blend particulate. Three tests were conducted using
particles with a MMD of 6 �m. The third set of samples de-
scribed earlier was used in this test series. First, a no cooling test
was performed with the interior of the coolant fixture insulated as
in the gas temperature and particle size test series. Following this,
two impingement cooling levels were tested in the same configu-
ration as the coal series. The same standard operating conditions
were used, namely, T=1183°C, Mach=0.25. The deposits looked
similar to those of the coal impingement cooling series. The same
large amount of flaking occurred on the no cooling case; however,
there was more flaking on the cooling cases compared to the coal
series perhaps due to the larger particle size. There was slightly
more spallation of the TBC in the no cooling case compared to the
coal; however, the different MMD makes a direct comparison
difficult. A summary of the deposition results is shown in Table 5.
Trends in net capture efficiency are included in Fig. 13 with the
coal.

Conclusions
Four series of tests were performed in an accelerated deposition

test facility to study the independent effects of particle size, gas
temperature, and metal temperature on ash deposits from two can-
didate power turbine synfuels. Testing was conducted in the
TADF by matching gas temperature, velocity, and net throughput
of particulate out of the combustor with that experienced by a
modern power turbine. Nominal combustor exit flow conditions
are Mach number of 0.25 and gas temperature of 1183°C. Testing
with four different sizes of coal ash particles showed greater than
double the deposition rate as particle mass mean diameter was
increased from 3 �m to 16 �m. In the second series of tests, dif-
ferent gas temperatures were studied while the facility maintained
a constant exit velocity of 170 m /s �Mach=0.23–0.26�. Particle
deposition rate was found to decrease with decreasing gas tem-
perature. The threshold gas temperature for deposition was ap-
proximately 960°C. Ground coal and petcoke ash particulates
were used in the third and fourth test series with impingement
cooling on the back side of the target coupon. Deposition rates
decreased with increasing mass flow of coolant air, as expected.
Deposit surface roughness levels decreased with decreasing gas

Table 5 Deposition results from impingement cooling test series using petcoke

Mass flow
of coolant

�g/s�

Heat
flux

�kW /m2�

Preburn
button
mass
�g�

Button
mass

change
�mg�

Separated
deposit
mass
�mg�

Separated
deposit

�%�

Net
deposit
mass
�mg�

Deposition
rate

�mg /cm2 h�

Net
particulate

mass
�mg�

Net
capture

efficiency
�%�

0 0 13.8 10 360 97 370 14.60 7720 4.79
3.38 1049.20 29.4 40 60 60 100 3.95 7680 1.22
8.33 1614.26 29.42 20 30 60 50 1.97 8200 0.65

Fig. 16 Effect of cooling on deposit surface roughness

Fig. 17 Elemental comparison of ash, deposit, and penetra-
tion for coal impingement cooling series
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temperature and increasing coolant flow, consistent with the trend
in particulate capture efficiencies for both cases. Postexposure
analyses of the third test series �scanning electron microscopy and
X-ray spectroscopy� show decreasing TBC damage with increased
cooling levels. Work is currently under way to study the effects of
different TBC application techniques on deposition.
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Nomenclature
M � Mach number
Q � heat flux �W�

Ra � centerline average roughness
Rt � peak roughness
Rz � average peak roughness

T � temperature
cp � specific heat at constant pressure �J/kg K�
m � mass flow rate �kg/s�
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Investigation of the Effect of
Incomplete Droplet
Prevaporization on NOx
Emissions in LDI Combustion
Systems
The influence of incomplete liquid fuel prevaporization on the emissions of nitric oxides
in a swirl stabilized model gas turbine combustor is investigated experimentally and
numerically. The design of the model combustor enables the variation of the degree of
prevaporization. This is achieved by using two liquid fuel injectors. One injector is
located far upstream of the combustor and generates a fully prevaporized and premixed
air fuel mixture. The second injector is located at the combustor inlet. Consequently, the
liquid fuel mass flow split between the two injectors determines the fraction of nonpre-
vaporized fuel present in the reaction zone. The NO /NO2 measurements were performed
with a chemoluminescence analyzer. In accordance to the findings of other researchers,
the present experimental study revealed that the influence of prevaporization on nitric
oxide emissions is of significance for practical applications. The experimental studies
were accompanied by numerical studies of partially prevaporized lean combustion in an
abstracted configuration. The purpose of this numerical study is to gain a detailed un-
derstanding of the influence of droplet slip on droplet flame position and peak tempera-
ture. The droplet slip velocity was found to have a significant impact on the peak tem-
perature of the droplet flame and, therefore, NO formation rates within the droplet flame.
The combustion system used for the experimental investigation was characterized regard-
ing droplet slip velocities with an extended laser Doppler anemometry technique. The
comparison between numerical and experimental results shows that the droplet slip ve-
locities in the macroscopic reaction zone are within the transition range from an envelope
to a wake flame. It is concluded that small-scale mixing effects play a significant role in
the formation of nitric oxides in spray combustion systems with incomplete
prevaporization. �DOI: 10.1115/1.2906185�

Introduction
As of today, the reduction of aero-gas-turbine emissions has

become the main driving force for the development of new com-
bustor concepts. The predominant idea is to achieve a reduction of
NOx emissions by minimizing the temporal and spatial inhomo-
geneities of the temperature in the reaction zone. In lean flames,
temperature fluctuations increase NO formation because of the
nonlinear dependence of the NO formation on temperature.

Theoretically, a lean perfectly premixed and prevaporized com-
bustion system does offer a significant NOx emission reduction
potential �1�. However, the high combustor pressure levels of
modern aeroengines make complete prevaporizing and premixing
practically impossible due to the fast onset of autoignition at these
conditions �2,3�.

The lean direct injection �LDI� concept is characterized by a
global lean equivalence ratio and incomplete prevaporization of
the liquid fuel. While complete prevaporization is not achieved,
large-scale mixture inhomogeneities are avoided. However, the
presence of liquid fuel droplets in the macroscopic reaction zone
can create mixture inhomogeneities on a microscopic length scale,
if a near stoichiometric burning envelope flame is established
around individual droplets.

The first question to be addressed in the present work is to what

extent the NOx emissions are affected by the fraction of liquid
fuel present in the macroscopic reaction zone. This question was
previously investigated by other authors �4,5�. In the first study, a
two-injector system was used where the degree of prevaporization
is adjusted like in the rig used in the present study. The liquid fuel
mass fraction � was varied between 0.3���0 at �=0.6; 0.72.
The operating pressure was 0.3 MPa and the preheat temperature
was 600–700 K. The author reports a piecewise linear depen-
dence of NOx emissions on �. At higher equivalence ratios, the
influence of prevaporization on emissions was found to decrease.

The second study was performed at atmospheric pressure with
air preheat temperatures of 323–376 K. The degree of prevapor-
ization was varied by adjusting the premixing duct length and the
preheat temperature. The degree of prevaporization was evaluated
from phase Doppler �PDA� liquid phase flux measurements. For
flame stabilization, an electrically heated wire ring was used. The
generally very low preheat temperature causes low adiabatic flame
temperatures at lean conditions. The authors report a piecewise
linear dependence of emissions on � for ��0.5. For 0.5���1,
emissions were found not to vary with the degree of prevaporiza-
tion.

The main difference between the experimental setups of the
previous studies and the present one is the type of flame stabili-
zation. In the present study, a generic swirl-stabilized burner is
used. The stabilization mechanism is expected to have a signifi-
cant impact on the flame structure. In addition, the droplet slip is
fundamentally different in a swirl-stabilized flame, where gas
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phase velocities significantly change along the droplet trajectories
compared to a pipe flow. Therefore, the setup used in the present
study can be expected to represent the characteristics of a gas
turbine combustor to a greater extent than previous studies.

In the second part of the paper, a detailed analysis of the NO
formation in lean flames with partial droplet prevaporization is
presented. The linear dependence of NOx emissions on the degree
of prevaporization suggests that the variation of the degree of
prevaporization may be abstracted as the superposition of two
flame types: droplet flame and premixed flame. The flame type
causing high emissions is the individual burning droplet. In order
to gain a better understanding of the prevailing NO formation
mechanism, the emission formation of a single droplet flame will
be numerically studied. It is known that significant droplet slip
velocities can cause the stoichiometric envelope flame to extin-
guish and a wake flame to establish. The influence of this flame
type transition on the NO formation of a single droplet flame will
be discussed.

First experimental studies on droplet flame extinction were per-
formed by Spalding �6�. Recently, Pope �7� presented a correlation
based on these early experiments and new numerical results. The
numerical results are based on a setup quite similar to the one
used here. The authors report a nonlinear relation between droplet
diameter and extinction velocity. Furthermore, the extinction ve-
locity was found to exponentially vary with ambient gas tempera-
ture. In general, the study presented by Pope �7� focuses on the
point at which extinction of the envelope flame at the forward
stagnation point occurs. Investigations using similar numerical
setups were performed by Raghavan et al. �8� and Jiang et al. �9�.
Both studies focus on the flame type transition caused by the
variation of droplet slip velocity. In all available numerical studies
on droplet flame extinction, chemical reaction is modeled with a
single step global reactions. In the present study, the detailed
mechanism from Held et al. �10� is used for several reasons. First,
the position of the droplet wake flame is mainly determined by the
chemical time scales. Since the droplet flame position was found
to have a significant effect on emissions, detailed modeling of the
chemical processes is of importance. Second, the formation of
nitric oxides is to be modeled. Again, a detailed mechanism from
Hewson �11� is used since the accuracy of simplified NO forma-
tion rate expressions is limited.

The final experimental investigation presented in this paper will
discuss the range of droplet slip velocities found in typical swirl-
stabilized combustion systems. By using the results from the nu-
merical investigation, the droplet flame type, which is present in
the macroscopic reaction zone of typical swirl-stabilized flames,
will be deduced.

Experimental Investigation

Concept and Design of the Experimental Setup. The com-
bustion system used in this study is specifically designed to allow
the variation of droplet prevaporization. The setup contains two
liquid fuel injectors �see Fig. 1�. One injector is positioned far
upstream while the second injector is placed in the proximity of
the reaction zone. The upstream injector is used to generate a
prevaporized and perfectly premixed fuel air mixture, while the
downstream injector is used to directly inject droplets into the
flame. By varying the fuel mass flow split between the upstream
and the downstream injector, the fraction of nonprevaporized fuel
present in the reaction zone can be adjusted.

The fraction of liquid fuel present in the flame front is to be
determined from fuel mass flow measurements. Therefore, it is
necessary that the droplets injected by the downstream injector do
not significantly vaporize before they reach the macroscopic reac-
tion zone. This is ensured by injecting the liquid fuel at a tem-
perature of only Tf =263 K. An accompanying numerical study
confirmed that an injection temperature of 263 K is sufficient to
minimize droplet mass loss due to vaporization for the droplet size

distribution, fuel, air temperature, and residence time of this com-
bustor. Flame stabilization is achieved by generating a vortex
breakdown.

Operating Conditions. In the experimental setup, all oxidizer
and fuel mass flows are measured using calibrated sensors. The
combustor inlet temperature Tmix1 is controlled as well as the
liquid fuel temperature inside the injector. The pressure level be-
hind the combustor exit is atmospheric. An overview of the oper-
ating conditions relevant for this paper is given in Table 1.

The combustion system is fed with preheated air. A preheat
temperature of Tmix2=473 K was chosen. This temperature is a
compromise between minimizing liquid fuel prevaporization from
the downstream injector and achieving realistic adiabatic flame
temperatures �1650–1850 K� at lean conditions ���0.6�. The
preheat temperature is defined here as the temperature of the un-
burnt mixture under the premise that all fuel is vaporized and
mixed �Tmix2�. The combustor inlet temperature Tmix1 is calculated
from this virtual temperature by Eq. �1�, in which the temperature
change due to heating and vaporization of the nonprevaporized
fuel mass flow is accounted for. If Tmix2 remains constant, the
adiabatic flame temperature is independent of the degree of pre-
vaporization � and the liquid fuel temperature. For Tmix2=473 K
and �=0.5, Tmix1 linearly varies between 473 K�Tmix1�497 K
for 0���1. The enthalpy of fuel and oxidizer used in Eq. �1� is

Fig. 1 Schematic of the rig; detail of the burner and combus-
tion chamber

Table 1 Operating conditions

Quantity Value Comment

� 0.5, …, 0.6
� 0, …, 0.8 Liquid fuel fraction
Tmix2 473 K
Tf 263 K Measured in atomizer
ṁOx 14.9 g /s Total oxidizer mass flow
ṁcore 0.7 g /s Swirl generator bypass mass

flow
ṁatom 0.1, . . . ,0.25 g /s Downstream atomizer air

mass flow
Fuel Heptane
s 0.46 Swirl number at the combustor

inlet
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calculated as a function of temperature. The thermodynamic data
provided with the reaction mechanism �10� are used.

��hair + Y fhf��Tmix 2
= ��1 − ��Y f��hlg + hf��Tf

+ ��hair + �Y fhf��Tmix 1

�1�

Experimental Investigation of Mixture Characteristics. For
the injection of liquid fuel, two air assist atomizers are used. The
upstream injector was chosen based on the requirement to gener-
ate a fine spray suitable for fast prevaporization and premixing.
The mixing length is approximately 1 m with a mean residence
time of 200 ms. The performance of the premixing system was
evaluated in a previous study �12� and was found to deliver a very
homogeneous mixture ���=0.008�. A traverse mounted gas sam-
pling system and a flame ionization detector were used for the
characterization of mixture homogeneity. The measurements were
performed 0.4 m downstream of the upstream injector, implying
that the standard deviation at the combustor inlet is lower than the
value reported above.

For the downstream injector, the key requirements are that the
spray characteristics are independent of liquid mass flow, and that
the liquid fuel equivalence ratio in the macroscopic reaction zone
is as homogeneous as possible. Since these requirements cannot
be ideally met, the impact of the deviation from ideal conditions
regarding the effects investigated in this study is assessed.

The downstream injector was characterized at reacting condi-
tions with a standard phase Doppler anemometry system setup for
a scattering angle of 74 deg. The simultaneous characterization of
liquid and gas phase flow was achieved by using the recorded
particle diameter as phase discrimination criterion �ddisc=3 �m�.
Since the data rate of small fuel droplets is very low, spherical
glass particles with d�3 �m and a refractive index of n�1.5
were added by a “Palas RGB 1000” particle dispenser. A seeding
volume flow was chosen, which is �0.5% of the liquid fuel vol-
ume flow. At the chosen scattering angle, the PDA technique is
relatively insensitive to particle refractive index �13�. The differ-
ence between the expected refractive index of the fuel droplets
�n=1.4� and the gas tracer particles causes a sizing error �3%.
This sizing error for tracer particles is considered insignificant for
the purpose of phase discrimination. The data were sampled at
x /db=0.33 downstream of the combustor inlet. The radial range
covered is 0�r /db�0.66. This location is at the beginning of the
macroscopic reaction zone �see Fig. 8�.

The radial distribution of liquid fuel equivalence ratio
�l= f l�l / �cg�gz� was obtained from the PDA measurements �see
Fig. 2�. The data are shown for an operating condition with 50%
prevaporization and �=0.55 at three atomizer air pressure levels.
For all atomizer pressure levels, the liquid fuel equivalence ratio
is rich near the center axis. The high liquid fuel equivalence ratio
in this region is due to the low gas phase velocity near the center
axis �see Fig. 9�.

In order to assess the importance of the rich region near the

center axis, the mixture mass flow weighted cumulative distribu-
tion function for the mean liquid fuel equivalence ratio was de-
rived. Mixture mass flow weighting is used since the local mixture
mass flow represents the importance of a region for the overall
characteristics of the combustion system. The cumulative distri-
bution function �CDF� of the liquid fuel equivalence ratio is
shown in Fig. 3. The distribution of the liquid fuel equivalence
ratio is relatively narrow in all three cases. Approximately 10% of
the mixture mass flow has a liquid fuel equivalence ratio higher
than the mean value.

The inhomogeneity of liquid fuel placement could bias the de-
pendence of NOx emissions on the degree of prevaporization by
formation of large-scale temperature inhomogeneities. Since it is
not clear to what extent the inhomogeneity of liquid fuel place-
ment affects the overall NOx emissions of the combustor, a prac-
tical test regarding the sensitivity of NO formation on liquid fuel
placement was performed. The variation of the atomizing air pres-
sure has a significant effect on the liquid fuel equivalence ratio in
the proximity of the burner axis �see Fig. 2�. However, the overall
NO emissions of the combustion system change by less than 2.5%
when a variation of atomizer air pressure is performed �see Table
2�. It is concluded that the effect of inhomogeneities in liquid fuel
placement, as they are present in the experimental setup, is more
than two orders of magnitudes smaller than the effect of the de-
gree of prevaporization on emissions �see Fig. 4�. For the emis-
sion measurements presented later, an atomizer air pressure level
of patom=12 kPa was chosen. The low sensitivity of NOx emis-
sions regarding liquid fuel placement can be explained by mul-
tiple effects.

1. The mass flow in the region where the inhomogeneities of
liquid fuel equivalence ratio are present �burner axis� is
small.

2. The length of the droplet trajectories within the macroscopic
reaction zone is of the order of the linear diameter. Further-
more, the droplets in the macroscopic reaction zone do not
reach momentum equilibrium �see Fig. 9�. Therefore, the
heat release caused by nonprevaporized fuel is distributed
over a large volume. Consequently, the inhomogeneous dis-
tribution of liquid fuel at the beginning of the reaction zone
does not necessarily imply the existence of a macroscopic
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Table 2 Effect of variation of fuel placement on emissions, �
=0.55, �=0.5

Case patom �kPa� EINO �g/kg� D̄32 ��m�

1 8 0.53 52
2 12 0.52 45
3 16 0.52 37
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temperature inhomogeneity and, thus, high NO formation
rates.

3. In the present experimental configuration, the gaseous fuel
equivalence ratio is not affected by inhomogeneities of the
liquid fuel placement, since liquid fuel prevaporization from
the downstream injector is minimized by cooling the liquid
fuel. An inhomogeneity of the gaseous fuel distribution
would cause a macroscopic hot spot and high NO formation
rates. Therefore, the impact of liquid fuel placement in the
experiment is fundamentally different from real combustors,
where the liquid fuel placement has a major impact on gas-
eous fuel distribution.

An additional source of uncertainty is the dependence of spray
properties on the injector liquid mass flow. PDA measurements
demonstrated a sensitivity of the liquid mass flow weighted Sauter
diameter on the atomizer fuel mass flow. For a variation of the
liquid fuel mass fraction between 0.1���0.8, the mean Sauter
diameter varied within 40 �m�D32�49 �m. Considering the
low sensitivity of NO emissions regarding mean droplet diameter
�see Table 2�, the variation of the mean droplet diameter with the
liquid fuel mass fraction is not of significance for the emission
measurements to be presented later.

Experimental Investigation of the Influence of Prevaporiza-
tion on NOx Emissions. The experimental setup previously de-
scribed was used to investigate the influence of incomplete pre-
vaporization on the NOx emissions. The variation of � was
performed for two equivalence ratios �=0.5 and 0.6. The adia-
batic flame temperatures corresponding to these equivalence ratios
are T=1650 K and 1837 K. The NO /NOx measurements were
performed with a chemoluminescence analyzer. Since the mea-
sured NO2 concentrations were virtually zero for all operating
conditions, only the NO concentration will be reported.

For both overall equivalence ratios, a significant influence of
the liquid fuel fraction � on overall NO emissions is observed
�Fig. 4�. The relation between NO emissions and the liquid fuel
mass fraction is almost linear for both equivalence ratios. This
linear dependence of NO emissions on � can be explained by the
superposition of two flame types: premixed combustion and drop-
let burning. Lean premixed flames cause very low emissions of
nitric oxides �see Fig. 4, �=0� while droplet flames, which may
burn at a near stoichiometric equivalence ratio, can cause signifi-
cant formation of nitric oxides.

Numerical Investigation

Introduction. The experimental results presented in the previ-
ous section show that the presence of nonprevaporized droplets in

the macroscopic reaction zone has a significant effect on overall
combustor NOx emissions. While the experimental setup allows
the variation of global parameters, detailed measurements are ex-
tremely difficult to perform and analyze since the quantities of
interest show significant fluctuations in time and space due to
turbulence. Therefore, spray combustion was also numerically
studied. The primary objective of the numerical study is to iden-
tify and understand the effects governing the NO formation in
partially prevaporized spray flames. An abstracted structure of
such a flame is shown in Fig. 5.

In the case of a high degree of prevaporization, there will be a
stable premixed flame front, which is traversed by droplets. If the
degree of prevaporization is reduced, the premixed flame front
will extinguish. Then, an alternative flame structure will be
formed. This flame structure will still be characterized by an equi-
librium of upstream heat transport, which initiates chemical reac-
tion that in turn will cause downstream heat release. A detailed
discussion of plausible flame structures is given by Borghi �14�.

For a perfectly prevaporized mixture, the temperature of the
premixed flame front will be at its maximum value. In contrast,
the global NOx emissions for this case are at a minimum �see
Fig. 4�. If the degree of prevaporization is reduced, the tempera-
ture of the premixed flame front will decrease and cause the re-
gion to become less important to overall NO formation. Therefore,
the focus of the numerical investigation is on the processes in the
proximity of the droplet during droplet burning, which is likely to
predominantly contribute to overall emissions.

It is known that the droplet slip velocity influences the burning
mode of an individual burning droplet �6�. Two characteristic
flame types can be observed: An envelope flame, which encloses
the droplet and burns as a diffusion flame at near stoichiometric
conditions. At higher slip velocities, the envelope flame extin-
guishes at the forward stagnation point and a wake flame is estab-
lished. Since this transition from one flame type to another is
expected to be accompanied by changes of the peak flame tem-
perature, NO formation will also be affected by the flame type
transition.

For the reasons previously discussed, the effect of droplet slip
velocity on flame type transition and NO formation was numeri-
cally investigated. The results of the numerical simulation will be
discussed considering the droplet slip velocities measured in the
presented burner.

Concept of the Numerical Simulation. For the numerical
simulation, a configuration representing a partially prevaporized
flame burning in a constant area duct with isotropic droplet spac-
ing is considered �Fig. 5�. For a given equivalence ratio, degree of
prevaporization, oxidizer, and fuel temperature, the local tempera-
ture and mixture composition at Position 2, which is the beginning
of the computational domain, are calculated. This is done under
the assumption that all prevaporized fuel is burnt in the premixed
flame and that the mixture has reached chemical equilibrium.
From the ratio of the gas and droplet velocity, the local liquid and
gas phase density, the overall equivalence ratio, and the degree of
prevaporization, the dimensionless droplet spacing l /d can be de-
termined from Eq. �2�. The fuel mass fraction Yf is calculated
from the global equivalence ratio.
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For conditions covered by the experimental investigation, the
dimensionless spacing varies between 40� l /d�75. According to
Annamalai and Ryan �15�, the interaction between burning drop-
lets is small to negligible for this droplet spacing range. Interac-
tion between burning droplets is referred to as group combustion.
Various regimes exist, which are generally characterized by the
presence of high gaseous fuel concentrations outside flammability
limits surrounding a group of droplets in the reaction zone �15�. In
lean spray flames with homogeneous fuel placement, such a con-
dition is unlikely to exist since a homogeneous fuel placement
implies that the local equivalence ratio is identical to the overall
equivalence ratio. Therefore, nonprevaporized droplets will indi-
vidually burn in LDI combustion systems. Consequently, the
simulation does include just one individual droplet. The computa-
tional domain is a 2D rectangle, assuming rotational symmetry.
The computational domain covers −20�x /d�100 in the stream-
wise direction and 0�r /d�37.5 in the radial direction relative to
the droplet center. The domain is initialized with the temperature
and mixture composition present at the inlet. An initial droplet
temperature of 300 K was chosen. The droplet flame establishes
itself due to autoignition. This initial condition is more realistic
than initializing an envelope flame �16�.

Numerical Modeling. In the present setup, the liquid phase
inside the droplet as well as the gas phase is fully discretized.
Hence, the modeling of vaporization and interphase heat transfer
requires an interface condition. For modeling of hydrocarbon oxi-
dation, a detailed mechanism for n-heptane is used �10�. Addition-
ally, a detailed chemical mechanism developed by Hewson �11� is
used to model nitric oxide formation. In the gas phase region,
transport equations for momentum, enthalpy, and species mass
fractions are solved. The derivation of the transport equation is
discussed in detail by Warnatz et al. �17�. In the liquid phase
region, only the enthalpy equation is solved.

For the modeling of heat conduction and concentration
driven species diffusion, mixture averaged coefficients are used.

The thermal conductivity 
̄ is calculated from the mixture aver-
aged dynamic viscosity assuming a Prandtl number Pr=0.7 with


̄= �̄c̄p /Pr. The diffusion coefficient D̄ is calculated from

D̄= �̄ / ��̄Sc� with Sc=0.7.
The interface condition is based on the assumption of phase

equilibrium at the droplet surface. The vapor pressure required for
the coupling of the species transport equation of the fuel was
calculated from the Antoine equation �Eq. �3��. The resulting local
evaporation flux is needed to set the interface condition for energy
and mass conservation �Eq. �4��. The latent heat of vaporization
required for the energy interface condition is calculated as a func-
tion of temperature �Eq. �5��. The conservation of mass at the
interface is technically implemented by locally deforming the grid
�Eq. �6��. For spatial discretization, the central differencing
scheme was employed. For time stepping, the Crank–Nicolson
scheme was used.

Yf ,s =
Mf

M̄
exp	A − 	 B

Tg,s + C


 �3�

cf ,s,g =

− D̄	 ��Y� f

��r�



s

1 − Y f ,s
�4�


 f ,l
dT

dr
= � f ,gcf ,shl,g�Ts,l� �5�

cf ,s,g�s,gYs,f = cf ,s,l� f ,s,l �6�

Results. A variation of the droplet slip velocity was performed
for one operating condition characterized by the preheat tempera-
ture Tmix2=673 K, liquid fuel fraction �=0.1, global equivalence
ratio �=0.5, and pamb=0.1 MPa. For these boundary conditions,
the temperature downstream of the premixed flame and at the
beginning of the computational domain is 1805 K. The initial
droplet diameter is d=50 �m. The droplet slip velocity was varied
between 1 m /s�cslip�20 m /s, which corresponds to a droplet
Reynolds number of 0.18�ReD�3.6.

Since the simulation is transient, a time for comparison of the
nonintegral quantities needs to be chosen. For the operating
conditions considered here, the droplet flames have reached a
stable burning mode after t=85, . . . ,350 �s, depending on the
flame type. The comparison was performed at a simulation time
t=500 �s.

For the investigation of the influence of the slip velocity on NO
formation, the ratio of the NO formation rate integrated over the
domain volume �Eq. �7�� and the vaporization fuel mass flow of
the droplet is used to quantify NO formation. In a global context,
this is referred to as the emission index EINO.

ṁNO = MNO��
i=1

m

ziRidV �7�

In Fig. 6, the simulated effect of droplet slip on NO formation
in the droplet flame is shown. For the range of droplet slip veloci-
ties considered, a variation of NO formation of almost two orders
of magnitude was found. The relation between emissions and slip
velocity exhibits a nonlinear transition in the slip velocity range of
2 m /s�cslip�5 m /s. An explanation of this behavior can be ob-
tained from a comparison of the flame structure.

The predicted temperature field for three different droplet slip
velocities is shown in Fig. 7. The temperature field around the
droplet is significantly affected by droplet slip. Toward higher slip
velocities, it is becoming more homogeneous, while a decrease in
peak temperature is observed. Additionally, the region of the tem-
perature peak moves further away from the droplet.

From detailed analysis of the temperature and CH radical mass
fraction fields, it was concluded that the mass fraction peak of the
CH radical correlates quite well with the location of the heat re-
lease �Fig. 7�. For the smallest slip velocity of 2 m /s, an envelope
flame is observed. However, the temperature and CH mass frac-
tion at the forward stagnation point are lower than in the wake
region. In the case of a slip velocity of 5 m /s, no significant heat
release is observed in the upstream region of the droplet as the
local temperature does not exceed the inlet temperature. There-
fore, the extinction of the droplet flame at the forward stagnation

Fig. 6 Dimensionless NO formation rate of single droplet
flames
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point must occur for a slip velocity of 2 , . . . ,5 m /s. If the slip
velocity is further increased, the flame position moves further
downstream. The transition between the two droplet flame types
explains the nonlinearity in the relation between droplet slip and
NO formation, as shown in Fig. 6.

Considering the results of the numerical investigation, the effect
of droplet slip on NO formation in a droplet flame can be ex-
plained by the following mechanism.

1. The flame position is determined by a chemical time scale
and a convective time scale. An increase of the slip velocity
results in a decrease of the convective time scale and, con-
sequently, the distance between droplet and flame increases.

2. The distance between droplet and flame exerts a significant
influence on the equivalence ratio of the droplet flame. In the
case of a large distance, mixing is improved, resulting in a
lower equivalence ratio of the droplet flame.

3. The equivalence ratio at the position of the droplet flame
determines the flame temperature. Due to the nonlinear de-
pendence of NO formation on temperature, the equivalence
ratio has a significant impact on NO formation in the flame.

In the present analysis, radiative heat transfer was not consid-
ered. Radiative heat transfer can reduce the peak temperature of
the droplet flame. Furthermore, the vaporization rate of the droplet
can be increased if the droplet absorbs radiation. The effect of
thermal radiation is, however, not expected to qualitatively alter
the effect of slip velocity on NO formation in droplet flames.

Experimental Investigation of Droplet Slip Velocities
In the previous section, it was shown that the droplet slip ve-

locity has a strong impact on the microscopic droplet flame shape
as well as local peak temperature, which in turn significantly af-
fects NO formation. In the experimental investigation, it was
found that the presence of liquid fuel in the macroscopic reaction
zone has a significant effect on overall emissions. In order to show
which magnitude of droplet slip velocities and, consequently,
droplet flame type can be expected in a swirl-stabilized burner, the
droplet slip velocity was measured in the generic burner. As a
prerequisite, the location of the macroscopic reaction zone had to
be identified. Then, the mean gas phase and droplet velocities
were acquired in this region.

Identification of the Macroscopic Reaction Zone. In order to
determine the mean slip velocities of the burning droplets, first the
region where there is a high probability of the presence of burning

droplets needs to be identified. The recording of time averaged
chemiluminescence intensity and subsequent deconvolution is a
technique well suited to obtain this information. For the deconvo-
lution, the Abel transformation is used.

In the deconvoluted chemiluminescence recordings, two sepa-
rate regions are visible where significant chemiluminescence in-
tensities are observed �see Fig. 8�. The main flame burns in the
shear layer between fresh mixture and recirculated mixture. The
second region is located near the center axis in the inner recircu-
lation zone. The extent of the inner recirculation zone and the
position of the shear layer is characterized by the contour plot of
the axial gas phase velocity shown in Fig. 9.

Measurement of Droplet Slip in the Reaction Zone. For the
determination of droplet slip velocities, the disperse phase as well
as the gas phase velocities were simultaneously measured. An
LDA setup in combination with a phase discrimination technique
is used. Phase discrimination is performed by particle diameter.
The particle diameter is obtained from the recorded scattering
intensity. A discrimination diameter of d=2 �m was chosen. The
effect of Gaussian laser intensity distribution in the measurement
volume on the scattering intensity is reduced by rejecting par-
ticles, which do not traverse the near center region of the mea-
surement volume. This is achieved by calculating the particle tra-
jectory length within the measurement volume and defining a
boundary value lbound=0.8dprobevol. The results of the extended
LDA technique are in good agreement with disperse phase veloc-

Fig. 7 Effect of slip velocity on temperature and CH mass fraction
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ity measurements obtained with the PDA technique. The extended
LDA technique was preferred over the PDA technique for these
measurements since the optical access window available for LDA
was less susceptible to degradation by tracer particles.

The mean value of the axial and tangential velocity component
was obtained for both phases. The resulting droplet slip velocity is
shown in Fig. 9. The highest droplet slip velocities of 12 m /s
�cslip�16 m /s are observed near the center axis, where the inner
recirculation zone is located. Further outside, there exists a region
with lower slip velocities of 2 m /s�cslip�5 m /s. This is the re-
gion of the main heat release. Thus, two regions characterized by
different droplet combustion modes can be discriminated.

1. The inner recirculation zone, where high droplet slip veloci-
ties prevail. According to the numerical study previously
presented �Fig. 7� at high slip velocities, a wake flame burn-
ing behind the droplet is expected to exist. The wake flame
is characterized by low flame temperatures and, thus, a mi-
nor contribution to the overall NOx emissions.

2. The main flame, where low droplet slip velocities are ob-
served. In this region, the numerical simulation predicts the
existence of both envelope and wake flames since the slip
velocities are within the range of the flame type transition.
As a consequence, the droplet flame temperature is higher,
which results in higher NO formation rates.

Summary
The experimental study shows that the degree of prevaporiza-

tion has a significant impact on the NOx emissions of a swirl-
stabilized model gas turbine combustor. Thus, the reduction of
nonprevaporized fuel in the reaction zone does offer a significant
NOx emission reduction potential for LDI combustion systems.
With increasing overall equivalence ratio, the emission reduction
potential decreases. The effect of the degree of prevaporization on
the NOx emissions is a consequence of the presence of droplets in
the macroscopic reaction zone. The droplet density in the reaction
zone is in the range in which individual droplet burning is ex-
pected. The absence of group combustion phenomena is a general
feature of LDI combustion systems with homogeneous fuel place-
ment.

An almost linear relation between the degree of prevaporization
and the overall nitric oxide emissions was found. The linearity
suggests that a superposition of two NO formation mechanisms
exists. While nitric oxide formation in lean premixed flames is
minimal, a near stoichiometric droplet flame can be a significant

source of nitric oxides. Therefore, the amount of nonprevaporized
fuel which is burnt in droplet flames is directly proportional to the
overall NOx emissions.

As a major result of the present study, an alternative method for
the NOx emission reduction in LDI combustion systems was iden-
tified. NO formation can be minimized for a given degree of pre-
vaporization by maximizing the droplet slip velocity in the mac-
roscopic reaction zone. The effect of the droplet slip velocity on
NOx emissions is governed by the following mechanism: An in-
crease in droplet slip velocity will increase the droplet/flame dis-
tance, and due to an increase of the mixing length, the mixture
fraction at the flame position is reduced. Consequently, the peak
temperature as well as the NO formation rates are lowered.

The mean droplet slip velocities in the swirl-stabilized model
combustor investigated in the present study were measured. In the
main reaction zone, relatively low droplet slip velocities were
measured, which are within the transition range between envelope
and wake flame. In the inner recirculation zone, relatively high
slip velocities were measured, suggesting the presence of wake
flames. Thus, it is concluded that major contributions to the NOx
emissions under nonprevaporized conditions stem from droplets
burning in the main reaction zone.

The final conclusion of the present study is that a reliable pre-
diction of the NOx emissions of LDI combustors must include a
submodel that accounts for single droplet burning and the nitric
oxides formed within these droplet flames.
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Nomenclature

Latin Letters
c � velocity magnitude �m/s�

D � diffusion coefficient �m2 /s�
d � diameter �m�

D32 � Sauter mean diameter �SMD� �m�
f � flux �m3 / �m2 s��
h � total enthalpy �J/�kg K��
l � droplet spacing �m�

M � molar mass �kg/mol�
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Fig. 9 Axial gas phase velocity and droplet slip velocity magnitude, �=0.5, �
=0.5, thick black line: cax=0 m/s
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ṁ � mass flow �kg/s�
R � species source term �kg/s�
s � swirl number
T � temperature �K�
u � velocity component �m/s�
X � molar fraction
Y � mass fraction
z � stoichiometric factor

Greek Letters
� � ratio of liquid to total fuel mass
� � equivalence ratio

 � thermal conductivity �W/�m K��
� � density �kg /m3�

Subscripts
ax � axial
b � burner
f � fuel
g � gas phase
l � liquid phase

mix1 � condition after mixing of prevaporized fuel
fraction

mix 2 � virtual condition after complete vaporization
ox � oxidizer

r � radial
s � droplet surface
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Acoustoelastic Interaction in
Combustion Chambers: Modeling
and Experiments
To decrease NOx emissions from combustion systems, lean premixed combustion is used.
A disadvantage is the higher sensitivity to combustion instabilities, leading to increased
sound pressure levels in the combustor and resulting in an increased excitation of the
surrounding structure: the liner. This causes fatigue, which limits the lifetime of the
combustor. This paper presents a joint experimental and numerical investigation of this
acoustoelastic interaction problem for frequencies up to 1 kHz. To study this problem
experimentally, a test setup has been built consisting of a single burner, 500 kW, 5 bar
combustion system. The thin structure (liner) is contained in a thick pressure vessel with
optical access for a traversing laser vibrometer system to measure the vibration levels of
the liner. The acoustic excitation of the liner is measured using pressure sensors measur-
ing the acoustic pressures inside the combustion chamber. For the numerical model, the
finite element method with full coupling between structural vibration and acoustics is
used. The flame is modeled as an acoustic volume source corresponding to a heat release
rate that is frequency independent. The temperature distribution is taken from a Reynolds
averaged Navier Stokes (RaNS) computational fluid dynamics (CFD) simulation. Results
show very good agreement between predicted and measured acoustic pressure levels. The
predicted and measured vibration levels also match fairly well.
�DOI: 10.1115/1.2938391�

Keywords: combustion, acoustics, vibrations, acoustoelastic interaction, vibroacoustics

1 Introduction

Air pollution has become an important issue in the past few
decades. An important component of the pollution is nitrogen ox-
ide or NOx, which is, amongst others, formed during combustion
of fossil fuels in gas turbines. To decrease this formation, lean
combustion is applied, using an excess of air to combust the fuel.
This leads to lower NOx emissions, but also to increased acoustic
pressure levels in the combustion chamber caused by a higher
sensitivity to combustion instabilities �1�. Because of the high
temperatures in the combustion chamber, the surrounding struc-
ture, the so-called liner, has to be thin and is therefore flexible.
The acoustic pressure perturbations induce vibrations of the struc-
ture, leading to fatigue problems. This paper deals with the inter-
action between combustion, acoustics, and vibrations with empha-
sis on frequencies below 1 kHz. Extensive literature is available
on the interaction between combustion and acoustics �2� and
much work is also available on the interaction between acoustics
and vibration �3,4�. The work presented in this paper attempts to
combine these three fields in order to calculate the vibrations of
the liner.

For the experiments, a test rig has been built. A cross section of
the test rig is depicted in Fig. 1. The combustion chamber is a
square tube of 150�150 mm2 with a length of approximately
1.8 m. It consists of three main sections. The left part is the com-

bustion section, consisting of the plenum �1, the last chamber
upstream of the burner�, a generic burner �2, in which the air gets
a swirling motion and fuel, which is natural gas, is injected�, and
the first part of the combustion chamber �3, where the combustion
takes place in a partially premixed flame�. The middle section is
the structural section, in which the vibration of the liner can be
measured using laser vibrometry through windows �4� in the pres-
sure vessel. In the combustion section and the structural section, a
relatively thin structure, called the liner �5�, is present within a
much thicker pressure vessel �6�. Cooling air flows between the
liner and the pressure vessel. In the structural section, the liner
consists of thicker end parts �4 mm� and a thinner part �7,
1.5 mm� in between. The structural vibration is measured on this
thinner part. Acoustic pressure in the combustion chamber can be
measured with pressure transducers p2 and p3 �there are more
pressure transducers in the test rig, but they are not used in this
paper�. The most right part is the water cooler in which the cool-
ing air is mixed with the combustion air and the hot gases are
cooled down by water injection to temperatures that the throttle
valve can withstand. The combustion channel in the structural
section and the water cooler are separated by a tube to separate the
acoustics of the water cooler and the rest of the system to a certain
degree, because acoustic waves hardly travel from the structural
section through the tube �8� to the water cooler and back.

First, the acoustoelastic coupling is explained. Subsequently,
the flame model and its use in the acoustoelastic model, as used
for calculating the acoustic and structural responses during com-
bustion, is treated. The implementation of temperature effects is
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then described for the acoustic behavior and the structural behav-
ior. Numerical and experimental results are then compared and
conclusions are drawn.

2 Modeling

2.1 Acoustoelastic Model. Assuming that the effects of flow
and viscosity are small, the governing equation for the acoustic
domain is the wave equation as follows:

1

c0
2

�2p

�t2 − �0
1

�xi
� 1

�0

�p

�xi
� = 0 �1�

in which c0 denotes the speed of sound, �0 density, p is the fluc-
tuating part of the pressure, xi coordinate direction i �i=1,2 ,3�,
and t time. The second term on the left-hand side can be rewritten
as

�0
1

�xi
� 1

�0

�p

�xi
� = �0� 1

�xi
� 1

�0
� �p

�xi
� +

�2p

�xi�xi
�2�

Density �0 is of the order 1, pressure is of the order 105, and x is
similar to the length of the combustion chamber and thus of the
order 1. The first term on the right-hand side is therefore much
smaller than the second and a simpler acoustic wave equation can
be used as follows:

1

c0
2

�2p

�t2 −
�2p

�xi�xi
= 0 �3�

On the boundary, either pressure or velocity can be prescribed as
follows:

p = 0 �4�

�p

�n
= − �

�2w

�t2 �5�

in which n is the unit normal on the boundary surface and w is the
displacement in this direction. Discretization of the wave equation
subject to these boundary conditions using the finite element
method �FEM� leads to the following system of equations �5�:

Mpp̈ + Kpp = − Rp �6�

in which Mp is the acoustic mass matrix, p is the vector contain-
ing the nodal pressures, Kp is the acoustic stiffness matrix, a dot
denotes differentiation with respect to time, and Rp contains the
discretization of the prescribed boundary condition. The accelera-
tions consist of prescribed accelerations contained in R �Eq. �10��
and, where the boundary is coupled to the structure, those of the
structure Rw. This generates a coupling mass matrix Mfs that de-
pends on the accelerations from the structural problem and there-
fore the influence of the structure on the acoustic behavior is

included.
Because the structure consists of thin flat plates, the plate bend-

ing equations �without membrane stresses� for a plate of uniform
thickness and material properties are used to describe the dynamic
structural behavior �6� as follows:

h�
�2w

�t2 + D� �4

�x1
4 + 2

�4

�x1
2�x2

2 +
�4

�x2
4�w = − p �7�

in which � is the density and D is the bending stiffness given by

D =
Eh3

12�1 − �2�
�8�

in which E is Young’s modulus, h is the thickness of the plate, and
� is Poisson’s ratio. The equations are discretized using shell ele-
ments �5�, giving the following system of equations:

Mwẅ + Kww = Ft �9�

in which Mw is the structural mass matrix, w is the vector con-
taining the nodal out-of-plane displacements and rotations, Kw is
the structural stiffness matrix, and Ft is the vector containing the
external loads �moments and forces�. These external loads consist
partially of the loads imposed by the acoustic pressure Fp and
partially of structural external loads F. Because the loads imposed
by the acoustic domain on the structure are related to pressure
times area, they generate a coupling stiffness matrix Kfs depend-
ing on the acoustic pressure. This means that the influence of the
acoustics on the structural behavior is included. If the acoustic and
structural meshes on the interface coincide, coupling the equations
results in

�Mw 0

Mfs Mp �	ẅ

p̈

 + �Kw Kfs

0 Kp �	w

p

 = 	F

R

 �10�

These equations include two-way interaction between acoustic
and structural behaviors. The asymmetric matrices are only cre-
ated at interfaces that are marked as fluid-structure interfaces. For
the determination of the matrices, reference is made to the ANSYS

manual �7�. The total M and K matrices in this system of equa-
tions are asymmetric due to the off-axis Mfs and Kfs parts and
therefore an asymmetric solver that is, in general, substantially
slower than a symmetric solver is required. Furthermore, modal
superposition cannot be applied for asymmetric matrices in the
ANSYS software package used �which is version 8.1� and therefore
a series of harmonic analysis is used to generate the frequency
dependent responses. The coupling procedure was validated on a
simple setup consisting of a stiff box covered with a flexible plate
�8�.

For the geometry considered in this paper, the acoustic field
induces structural vibrations, but the vibrations only weakly influ-
ence the acoustic field. Thus, one-way coupling would probably

Fig. 1 Cross section of the test rig: 1=plenum, 2=burner, 3=combustion chamber,
4=windows, 5=liner, 6=pressure vessel, 7=thin liner part, and 8=exit tube
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be sufficient. However, this may not always be the case. When the
vibration causes a net change in volume of the combustion cham-
ber, the vibration can substantially influence the acoustics �9�.
Furthermore, the cooling channel between the liner of the com-
bustion chamber and the pressure vessel can also have a signifi-
cant influence on the vibration of the wall, especially if there is
substantial acoustic damping �10�. The method proposed allows
for inclusion of such effects.

The finite element model used consists of the plenum, the com-
bustion chamber, and the water cooler and is depicted in Fig. 2. It
consists of linear acoustic elements. The inlet of the plenum con-
sists of an acoustic decoupler plate and therefore a zero velocity
boundary condition is imposed here for the acoustic domain. At
the location of the throttle valve, also a zero velocity boundary is
imposed. At the location of the burner, the flow path through the
burner is meshed using linear acoustic elements, causing reflec-
tion due to the smaller cross-sectional area of the burner compared
with the plenum and combustion chamber. No additional damping
or reflection is specified in the burner flow path.

The sidetubes, in which the pressure sensors are located, have a
specific acoustic absorption of 1 at the end, resulting in an
anechoic end, simulating the acoustic absorber at the end of the
tube. Details of the finite element implementation of this condition
can be found in Ref. �7�.

The structural model, consisting of linear shell elements, is
present at the location of the thinnest part of the liner in the
structural section of the test rig. The boundaries of this square
tube section are taken as clamped, because the thicker liner parts
should impose a clamped condition on the thinner part in between.
The cooling passage between the liner and the pressure vessel as
well as the pressure vessel itself are not included in the model,
because their influence is mostly small �10�.

2.2 Flame Model. The flame acts as an acoustic monopole
source or a number of monopole sources. There are several meth-
ods to implement such a source in a finite element code, be it for
flame noise calculations or with a thermoacoustic feedback
mechanism. Nowak et al. �11� and Fannin �12� both used LMS

SYSNOISE �13� and applied the same technique. They applied a
velocity boundary condition on the acoustic domain at the loca-
tion of the flame front, such that it generates a volume source that
is equivalent to the unsteady heat release of the flame. Pankiewitz
and Sattelmayer �14� employed COMSOL FEMLAB �15�, which al-
lows for more control on the way the finite element code works.
They discretized the source term caused by unsteady heat release
together with the wave equation, including the thermoacoustic
feedback mechanism. The FEM package ANSYS does not allow for
a direct implementation like Pankiewitz and Sattelmayer used. To
model unsteady heat release, a volume source Q is used, which is
defined as a nodal flow rate with dimensions �m3 /s2� and which
acts as a monopole source. This method is similar to that of
Nowak et al. and Fannin, although the implementation is different.

The relation between this source and the unsteady heat release rate
is first derived. The spectrum of the flame as autonomous source
is subsequently discussed. Thermoacoustic feedback is not in-
cluded, although it can have substantial influence on the acoustic
response �16�. Methods to include this feedback mechanism in-
clude large eddy simulation using one-way coupling between
acoustics and vibrations �17�, transfer function formulations �10�,
and time domain simulations �14�.

The inhomogeneous wave equation describing the relation be-
tween acoustics and specific heat release rate q̄ is given by �18�

1

c0
2

�2p

�t2 −
�2p

�xi�xi
=

� − 1

c0
2

�q̄

�t
�11�

in which � is the ratio of specific heats cp /cv, with cp the specific
heat at constant pressure and cv the specific heat at constant vol-
ume. Only one monopole source is used as a representation of the
flame and therefore the source is lumped to one node. Heat release
is therefore expressed as the volume integrated heat release rate q
with dimensions �J/s�, integrated over the entire flame zone. The
right-hand side of Eq. �11� thus becomes

�
V

� − 1

c0
2

�q̄

�t
dV =

� − 1

c0
2

�q

�t
�12�

A relation between the nodal flow rate Q used in the finite element
calculations and this volume integrated heat release rate q is
needed. The dimensions of Eq. �12� are in kg /s2. The nodal flow
rate is expressed in m3 /s2 and therefore a division by the mean
density is still needed. The nodal flow rate can thus be expressed
in terms of the volume integrated heat release rate as

Q =
� − 1

�0c0
2

�q

�t
�13�

Assuming harmonic perturbations as q= q̂ei�t, this expression can
be written as

Q̂ =
i��� − 1�

�0c0
2 q̂ �14�

The calculations and measurements in this paper are all for steady
combustion. An expression is therefore still needed for the fre-
quency dependency of the heat release rate q̂. This dependency
can be described by

q̂ = Afn �15�

in which A is a constant, n is the exponent-that determines the
shape of the spectrum, and f is frequency. By combining Eqs. �14�
and �15�, the acoustic volume source, representing the flame, can
now be written as

Q̂ =
i2�A�� − 1�fn+1

�0c0
2 �16�

Experiments to determine the heat release were performed on the
test rig by measuring CH* radicals using chemiluminescence �19�.
The presence of CH* is linearly related to heat release �20�. The
spectrum created from these measurements is almost flat, suggest-
ing that, for the frequency range measured �up to 400 Hz�, the
heat release rate spectrum is flat. The parameter n is therefore
taken as 0.

In literature, free field acoustic pressure measurements are often
made to characterize flame noise. It can be shown that for free-
field radiation �outside a combustion chamber� from an acoustic
volume source Q �which acts as a monopole source of sound�, the
pressures in the field are proportional to Q �21�. The pressure
spectrum measured in the free field, as found in literature, can
therefore be used to determine the exponent n. Below 1 kHz, the
value of 0 is also found in literature �22,23�. For turbulent noise
without combustion, a clear peak is normally found in the pres-

Fig. 2 Mesh of the acoustoelastic finite element model
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sure spectrum, but this peak disappears for the reacting flow �24�.
The volume source applied here is therefore given by

Q̂ = Bf �17�

Constant B has been obtained by comparing experimental and
numerical results for pressure sensor p2 and is 1�10−3 m3 s−1.

2.3 Temperature Dependent Acoustic Properties. For the
acoustic behavior of the combustion chamber during combustion,
the density and speed of sound are adjusted to the temperature
field calculated with computational fluid dynamics �CFD�, which
is depicted in Fig. 3 for combustion at a pressure of 1.5 bars with
an air factor of 1.8 and a thermal power of 125 kW. The mesh size
of the CFD model should be at least as small as the smallest flow
details to be resolved �for more details on the CFD model, see
Ref. �19��, whereas the acoustic mesh size is prescribed by the
geometry and the smallest acoustic wavelength to be solved. Be-
cause the mixing of fuel and air as well as the combustion process
require high spatial detail, the acoustic mesh is much coarser than
the CFD mesh. The temperature data of the CFD mesh are there-
fore interpolated on the acoustic mesh. A Delaunay triangulation
is first made of the nodes from the CFD mesh. This makes a set of
tetrahedral elements from the given nodes, in which no nodes are
contained in each tetrahedral. For each node in the acoustic mesh,
these tetrahedral elements for the CFD mesh are used to find the
point in the CFD mesh nearest to the node in the FEM mesh. The
temperature from this node in the CFD mesh is then used as nodal
temperature for the FEM mesh. Because the CFD mesh is much
finer than the FEM mesh, especially in regions of high thermal
gradients, this interpolation is accurate enough. The temperature
in the water cooler is taken the same as the outlet temperature of
the combustion chamber, which is sufficient to provide a realistic
acoustic boundary condition for the combustion chamber.

2.4 Temperature Dependent Structural Properties. The
properties of the structure are a function of temperature �just as
those of the fluid�. Figure 4 shows the dependence of Young’s
modulus on temperature for Hastelloy X �25�, which is a high

performance alloy used in gas turbines, for SS310 �26�, which is
used in the test rig and for an expression for a typical stainless
steel �27�. All three materials show the same behavior with
Young’s modulus dropping slowly from just above 200 GPa at
20°C to 150 GPa at 800°C. The eigenfrequencies of a plate, as
indication of the vibrational behavior of the liner, scale with the
root of Young’s modulus. Young’s modulus decreases by approxi-
mately 25% for a temperature increase from 20°C to 800°C. This
causes a change in eigenfrequency of 13%. A very accurate pre-
diction �better than �20°C� of the temperature of the structure is
therefore not really important to determine the material properties.
However, different temperatures over the structure may lead to
thermal stresses �28�, which can significantly influence eigenfre-
quencies and even result in buckling. This is not further examined
in this paper. The temperature Ts of the structure is taken as the
average of the temperature in the combustion chamber Tcomb and
in the cooling passage Tcool, so �29�

Ts =
Tcomb + Tcool

2
�18�

The structural material behavior is governed by Young’s modu-
lus E and Poisson’s ratio �. Values for Poisson’s ratio at high
temperatures are rarely measured. Measurements at lower tem-
peratures show little temperature dependence, with values ranging
from 0.29 to 0.31. A constant Poisson’s ratio of 0.3 is therefore
used here. The density is also taken constant as 7800 kg /m3.

In the test setup, the thin part of the structure is entirely down-
stream of the flame. CFD calculations show that the gases in the
combustion chamber at the location of the thin section have a
temperature of about 1380 K �1107°C�. The cooling air enters the
cooling passage at 20°C and leaves it at around 300°C. The
cooling air temperature is therefore taken as 160°C, which gives
a temperature for the structure of 633°C �906 K�. At this tempera-
ture, Young’s modulus is approximately 150 GPa and this value is
used for the calculations.

Figure 5 shows the construction for liner temperature measure-
ments schematically and the measured temperature of the liner
during the measurement. Two thermocouples are mounted on the
thick parts of the structural liner, just before and just after the
flexible section. The thermocouples lie against the liner, but are
not embedded in it, and are partially shielded from the cooling air
by a protective shield. The measured temperature before the flex-
ible section is 580°C and after the flexible section 530°C. Be-
cause the thermocouples are not embedded in the liner material
and are only partially protected from the cooling air, these read-
ings are indicative and are likely to be lower than the real values.
The temperature was also measured through the laser vibrometer
windows using a pyrometer, which resulted in a temperature of
720°C. Considering the weak dependence on temperature of the
structural properties and the range of the measured temperatures,
Young’s modulus estimate of 150 GPa is good enough.

3 Experiments
A test rig with a thermal power of 500 kW at a maximum

pressure of 5 bars has been built, in which measurements are car-
ried out on the combustion process, the acoustic response in the

Fig. 3 Cross section of the temperature field in the combustion chamber from CFD
used in the FEM model „°C…
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Fig. 4 Temperature dependence of Young’s modulus E. „—…

typical stainless steel, „�… stainless steel 310, and „�… Hastel-
loy X.
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combustion chamber, and the resulting vibrations of the liner. In
the combustion zone, windows are available in both pressure ves-
sel and liner. The already mentioned CH* chemiluminescence
measurements were made through these windows to measure the
heat release by the flame.

To obtain the acoustic response of the system due to combus-
tion, pressure measurements are made using relatively cheap Ku-
lite pressure transducers. To allow measurements at high tempera-
tures, they are placed in an anechoic sidetube. The high static
pressure is compensated by connecting the back intake from the
transducer by a long thin tube, a volume, and another thin tube to
the test rig. The thin hoses and volume diminish dynamic pres-
sures on the back side, providing a static back pressure. The sen-
sor signal is amplified and subsequently acquired using a SIGLAB

data acquisition system at a sample frequency of 2.56 kHz. In this
paper, measurements made using pressure sensors p2 and p3 are
used �see Fig. 1�; other sensors yielded highly similar results.

Structural vibrations are measured using a Polytec laser vibro-
meter and a traverse system. Because the liner is surrounded by a
pressure vessel, glass windows have been constructed in the pres-
sure vessel to allow optical access to the liner. The measurements
in this paper have all been performed through a slit window in the
pressure vessel and therefore lie on one line. The slit window lies
on the same location as the square windows visible in Fig. 1,
although on a different side. The traverse system moves the laser
vibrometer to a point. The SIGLAB system is then used to acquire
the laser vibrometer signal during a specified period. Subse-
quently, the traverse system moves the laser vibrometer to the
next point and the next measurement is made. For further infor-
mation on the test rig, reference is made to Ref. �10�.

4 Results
In this section, the measured and calculated acoustic responses

are first treated. Subsequently, the structural response is discussed.

4.1 Acoustic Response. Table 1 lists the calculated and mea-
sured acoustic eigenfrequencies of the combustion chamber. The
acoustic modes are denoted by a subscript a and numbered after
the number of half waves in the three directions, so the �100�a has

approximately one half wave2 in the length direction and none in
the other directions �e.g., it is a one-dimensional mode�. The
acoustic eigenfrequencies that are predicted show an excellent
match with the experimentally determined ones. Acoustic calcula-
tions using a temperature field from a large eddy simulation �LES�
in a Helmholtz solver show highly similar acoustic eigenfrequen-
cies �Ref. �30� and Table 1�, which is a further indication that
these results are correct.

Figure 6 shows the pressure measured by sensor p2, which is
located in the combustion chamber �see also Fig. 1�, and the re-
sponse to the volume source representing the flame calculated
with the acoustic finite element model. The measured and calcu-
lated pressure amplitudes agree well. In both measurement and
calculation, high acoustic response is found for the second and
higher acoustic eigenmodes of the combustion chamber. The am-

2Because the boundary conditions of the combustion chamber are not zero veloc-
ity at the ends due to the plenum and the water cooler, not exactly one half wave fits
in.

Table 2 Calculated and measured structural eigenfrequencies
during combustion „Hz…

Mode �11�ss �12�ss �11�h1 �11�h2 �12�h1 �13�ss �11�cc �13�h1

Expt. 195 257 284 302 323 342 411 542
Model 166 242 237 237 300 361 329 406
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Fig. 6 Calculated „black… and measured „gray… autospectra for
sensor p2 „combustion chamber… with flame noise excitation.
The dashed lines denote calculated acoustic eigenfrequencies.

Fig. 5 Construction for liner temperature measurement „left… and the temperature measured „right….
„—… before the flexible section and „– –… after the flexible section.

Table 1 Calculated and measured acoustic eigenfrequencies
„Hz… of the combustion system during combustion

Mode �100�a �200�a �300�a �400�a �500�a

Expt. 250 445 639 846 1050
FEM 259 432 622 812 1011
LES-Helmholtz �30� 250 433 642 844 1045
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plitude of the resonances is higher in the calculations, which is a
clear indication that there is some acoustic damping present in the
experimental setup. The first acoustic mode of the combustion
chamber, which is the �100�a mode, is not present very strongly in
the measurement, which is caused by a feedback mechanism that
damps the acoustic oscillations �10�. Further damping mecha-
nisms include damping in the burner, damping at the exit, damp-
ing caused by the turbulent flow field, and acoustic losses through
liner vibrations.

4.2 Structural Response. The structural eigenfrequencies are
obtained from the autospectrum of the laser vibrometer signal,
which is averaged over all the measurement points. This assures
that modes are not missed due to measurements on a nodal line.
The spectrum is divided by the average pressure measured by the
acoustic sensors to suppress acoustic modes. The resulting mea-
sured and calculated structural eigenfrequencies are listed in
Table 2.

The structural eigenfrequencies are also numbered according to
the number of half waves seen on a side of the square tube in a
direction, so the �12� mode has two half waves in the length
direction and one half wave in the width direction. The subscripts
ss, h1, h2, and cc denote different combinations on the different
sides of the square tube that can arise of such a pattern �Fig. 7�.
Subscript ss stands for simply supported and is used for modes in
which the corners rotate to create a structural boundary condition
for a side of the liner, which is similar to a simply supported plate.
Sides that connect at a corner move in opposite directions for such
modes. Subscript cc is used when the corners hardly rotate, giving
a clamped boundary condition and sides that move in equal direc-
tions. Subscripts h1 and h2 are used for modes with different
vibration patterns on different sides �modes that always come in
pairs, one a 90 deg rotated version of the other�.

Table 2 shows that the eigenfrequencies do not match well. This
has several causes. First, the structural model only includes the
thin part of the liner in the structural section �Fig. 8�. The struc-
tural boundaries of this thin section are modeled as clamped, but
the thick sections are only 4 mm thick and therefore this boundary
is not entirely stiff. This is also observed in structural models that
include the thick sections. A second cause for the differences are
the welds made during the production of the liner �Fig. 8�, which

are not taken into account in the structural model. The eigenfre-
quencies can also change due to acoustoelastic coupling �31�, pre-
stress, and irregular heating, which are all not taken into account
in the model.

The measured mode shapes behind the slit window are depicted
in Fig. 9. By comparing Fig. 9 with Fig. 7, it can be seen that,
although the match between calculated and measured eigenfre-
quencies is not very well, the mode shapes match well. The struc-
tural model used can therefore still give relevant results. The only
exception is the �13�ss mode, for which its measured shape looks
like a �12� type of mode. This mode shape propagates into the
thicker parts of the structural liner, which are not visible behind
the slit window. This could be an explanation for the fact that the
shape behind the slit does not really look like the �13�ss shape.
Another explanation could be that the mode shape has been
changed due to, for instance, thermal prestress.

Figure 10 shows the average vibration level of the liner and the
part correlated with p3.3 Above 200 Hz, the measured vibration is
very coherent with the measured pressure, which shows that the
structure responds to the acoustic field generated in the combus-
tion chamber by the flame. The measured vibration level matches
well with the calculation, starting near −120 dB �1 �m /s� for low
frequencies and increasing to −60 dB �1 mm /s� around 500 Hz,
after which it decreases again.

In Fig. 10, the structural eigenfrequencies are depicted by dot-
ted lines, whereas the dashed lines denote acoustic eigenfrequen-
cies. The first two structural eigenfrequencies, �11�ss and �12�ss,
show very distinct vibration peaks in the measurement �Fig.
10�a��. In the calculation �Fig. 10�b��, the peaks are not visible at
all. This is caused by the lack of any welds or other asymmetry in
the structural model. Because the acoustic field is almost one di-
mensional in the model, the symmetric acoustic pressure load on
the liner does not couple with these asymmetric structural mode
shapes and therefore these modes are not excited. In the experi-
ment, the acoustic excitation is not entirely symmetric and the
mode shapes are not symmetric either �because of the welding�, so

3The correlated part is determined as S11=S12S21 /S22, in which S22 denotes an
autospectrum and S12 denotes a cross spectrum �32�.

Fig. 7 Different structural mode shapes of the „11… mode

Fig. 8 Shape of the liner in the structural section; gases flow
from left to right

(11)ss (12)ss (11)h1 (11)h2 (12)h1 (13)ss (11)cc (13)h1

Fig. 9 Amplitude „top… and phase with respect to pressure sensor p3 „bottom… of the mode
shapes measured during combustion
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these modes are excited.
To get an indication of the influence of asymmetry, Fig. 11

shows the calculated response when an asymmetric structural
model is made by giving the elements at the weld location
Young’s modulus of 2100 GPa. In this model, the �11�ss mode has
an eigenfrequency of 183 Hz and the �12�ss has an eigenfrequency
of 274 Hz. It is clear that this model does show the high vibration
amplitudes for these modes seen in the measurement.

5 Conclusions
An acoustoelastic modeling procedure has been developed to

predict structural vibrations in combustion chambers, including
full interaction between acoustics and structural vibrations. Tem-
perature fields for the fluid are extracted from a Reynolds aver-
aged Navier Stokes �RaNS� CFD model including heat losses and
structural temperatures are also calculated using the CFD results.
These temperatures are used in a fully coupled acoustoelastic fi-
nite element model, in which the flame is represented by an acous-
tic volume source. The acoustic response of this model is success-
fully validated with measurements made in a custom built test rig
that is representative for an industrial combustion system. The
predicted structural vibration shapes also match with the experi-
ment. Coupling of the structural and acoustic model in a fully

coupled fashion yields a predicted structural vibration spectrum
that matched well with the vibration spectrum found in the experi-
ment, indicating that the coupled model is sufficiently accurate.
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An Acoustic-Energy Method for
Estimating the Onset of Acoustic
Instabilities in Premixed
Gas-Turbine Combustors
For given acoustic frequencies of premixed gas-turbine combustors, a classical method
not currently in use is explored for assessing whether acoustically driven oscillatory
combustion will occur. The method involves cataloging linear amplification and attenu-
ation mechanisms and estimating magnitudes of their rates. Linear approximations to
nonlinear mechanisms are included in an effort to obtain a reasonably complete descrip-
tion. A stability index is defined such that oscillation is predicted to occur when the value
of the index exceeds unity. The method is tested on the basis of new experiments and
experimental data available in literature. Moderate success is achieved in rationalizing
these experimental results. The objective of the method is to enable quick and inexpensive
decisions to be made for a wide variety of potential design configurations and operating
conditions, without the complexity of computational fluid dynamics. The approach there-
fore may complement other approaches already in use. �DOI: 10.1115/1.2938393�

Introduction
Many current combustor designs in the gas-turbine industry

employ lean premixed combustion for the purpose of mitigating
pollutant emissions. Such combustors, however, have been prone
to combustion oscillations that detract from performance, reduce
combustor lifetimes, and increase operating expenses. Economical
tools to help minimize the chances of encountering oscillatory
combustion in new and existing combustor designs for low-
emission gas turbines are worthy of investigation.

Significant advances in computational approaches for predict-
ing oscillatory combustion have been achieved in recent years �1�.
Although fully resolved direct-numerical simulation of turbulent
combustion in practical-scale combustors remains beyond current
capabilities, there are a variety of well-developed modeling ap-
proaches employing different types of computational fluid dynam-
ics �CFD�, e.g., large eddy simulation approaches �2�, that now
can be brought to bear on the problem. Another class of modeling
approaches works with a flame transfer function which, based on
a flame model, ultimately provides both the oscillation frequency
and the amplification rate of an acoustic disturbance �3–5�. Non-
linear CFD methods, including approaches employing Galerkin or
finite-difference techniques �1,6,7�, yield predictions of both fre-
quencies and limiting oscillation amplitudes, dependent, of
course, on the turbulence and combustion models employed.
Since all such approaches are computationally intensive, there is
motivation for investigating less expensive approaches that are
capable of addressing a wide variety of combustor configurations
and operating conditions in a reasonable amount of time.

Advantage may be taken of the fact that observed oscillation
frequencies often do not differ greatly from natural acoustic fre-
quencies of the combustion chamber. Determination of the fre-
quency may then be treated separately from determination of
whether amplification occurs. In the present work, it is assumed
that potential oscillation frequencies will be identified indepen-

dently, from acoustic analysis, parallel CFD investigations, ex-
periments or estimates based on experience, and the likelihood of
oscillation occurring is therefore assessed as a function of fre-
quency. The likelihood is estimated from analysis of amplification
and attenuation rates by different physical and chemical mecha-
nisms presumed to occur within the combustion system. Since
acoustic amplification and attenuation are fundamentally linear
concepts, linear approximations to nonlinear processes are em-
ployed in this approach.

We introduce simplified models of potentially relevant pro-
cesses including, for example, different flame configurations rang-
ing from distributed reactions to localized heat release, and differ-
ent interaction mechanisms, such as pressure-sensitive
combustion and mixture-ratio variations. Time lags play a central,
crucial role in these models, which make use of simplified de-
scriptions for approximating mode shapes of acoustic fields. The
user must estimate the combustor and operational parameters as
inputs to the model to obtain the amplification coefficients and
time lags. The output is the stability index, which determines
whether amplification or damping is likely to occur as a function
of frequency. The approach is shown to be capable of explaining a
number of experimental observations, thereby providing some
confidence in the utility of the method in future applications.

Summary of the Basic Formulation
Elements of the problem formulation have been presented pre-

viously �8�. Beginning with a formal definition of the acoustic
energy �9,10�, an amplification term, such that the energy in-
creases with time t in proportion to e2�t, can be identified as

� = �− �A�p�u�i�dAi − �A�eui�dAi + �V���dV

2�ê�V
	 �1�

where p and ui denote pressure and velocity, Cartesian tensor
notation with the summation convention being adopted, dAi is the
outward-pointing surface area element of the chamber �which has
a total surface area A�, V is its volume, e represents the local
instantaneous acoustic energy density, and � is the difference be-
tween the local instantaneous acoustic amplification and attenua-
tion rate per unit volume. Notation adopted throughout will be
that primes denote acoustic perturbations, overbars denote local
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average values, angular brackets denote a time average over an
acoustic oscillation cycle, a caret denotes a volume average over
the entire chamber, and a tilde denotes an acoustic oscillation’s
amplitude. Turbulent fluctuations are not identified explicitly in
this formulation, it is convenient to include them implicitly as part
of the unperturbed mean flow.

In Eq. �1�,

e =
p�2

2�p̄
+ �̄

u�iu�i

2
�2�

where � denotes density and � is the ratio of specific heats, and

� =
� − 1

�c2
p�q� −

�u�i

�xj
��ij �3�

c representing the speed of sound, �ij the viscous stress tensor, and
q the rate of heat release per unit volume. The three terms in the
numerator of Eq. �1� describe, respectively, the boundary work,
the acoustic energy advected across the control surface by the
mean flow, and the net internal acoustic amplification rate, while
the denominator is twice the acoustic energy in the chamber, the
average acoustic energy per unit volume given by

�ê� =
1

T
0

T
1

V

V

edVdt �4�

in which T denote the oscillation period.
A simple, generic way of expressing acoustic pressure and ve-

locity fluctuations in cylindrical coordinates in the absence of a
radial dependence is

p��x,�,t� = p̃ cos��t�cos�kx�cos�m��
�5�

u��x,�,t� = � p̃

�̄c̄
�cos��t + ��cos�kx + ��cos�m� + ��

where t is the time, x is the axial coordinate, u denotes the com-
ponent of velocity in the direction of wave propagation, typically
the x direction, � is the azimuthal angle, � denotes frequency, and
k and m are the wave numbers in the axial and circumferential
directions, respectively, while �, �, and � denote phase differ-
ences between the velocity and pressure perturbations. Although
radially dependent acoustic perturbations generally involve Bessel
functions �10�, they typically are of higher frequency and of lesser
importance, and therefore when they are included, they will be
approximated by additional sinusoidal factors in Eq. �5� depen-
dent on the radius. The phase angles appearing in Eq. �5� depend
on the boundary conditions.

Several mechanisms make contributions to � in Eq. �1�. Some
contributions are positive and are denoted by �amp, while others
are negative, and their magnitudes are denoted by �damp. A stabil-
ity index may then be defined as the ratio of the sum of amplifi-
cation rates to the sum of attenuation rates,

S��� =
�amp

�damp
�6�

This index may be used to examine all frequencies in the region of
interest �typically around the acoustic natural modes of the geom-
etry being studied�. With this definition, S���	1 indicates the
possibility of oscillations while S
1 indicates a neutral or
damped system.

Models for Perturbations of the Rate of Heat Release
All terms in the numerator of Eq. �1� contribute to � and

thereby to S��� of Eq. �6�. The last term, however, is of major
importance to gas-turbine oscillatory combustion. The first term,
the boundary work, is of dominant importance for acoustic insta-
bilities in solid-propellant rockets, but in gas turbines, it is at most
an attenuation term at the walls, if the walls are lined with Helm-

holtz resonators, for example. The second term, the difference
between the advection of acoustic energy into the chamber at the
inlet and the advection out at the exit, typically is not negligible
locally, but the inward and the outward advection tend to cancel,
including turbulent contributions thereto, so that often the net con-
tribution is not dominant. The third term, the difference between
the net Rayleigh-criterion amplification and the homogenous
acoustic damping according to Eq. �3�, generally has components
in each of these categories that cannot be neglected. Wall damp-
ing, for example, often is not negligible and has an influence
described by a boundary-layer treatment of the last term in Eq. �3�
�10�, and damping by liners, which could be viewed as coming
from either the first term in Eq. �1� or the last term in Eq. �3�,
generally always needs to be taken into account in practical com-
bustors. The main amplification comes from the first term in Eq.
�3�, and therefore ultimately it requires relating the perturbations
in the rate of heat release to the pressure perturbations. If only this
term is retained, then Eq. �1� becomes

� =
�� − 1�

2�c2�ê�V
V

�p�q��dV �7�

Different mechanisms for producing this kind of coupling are ad-
dressed here.

Pressure-Sensitive Reactors With Spatially Distributed Re-
actions Having Fixed Time Lags. One of the earliest models
considered was the n−� model, first introduced by Crocco and
Cheng �11� in the 1950s during a period of research aimed at
understanding oscillations in liquid-propellant rocket engines. The
model starts from the observation that the rate of heat release q
depends on local pressure, concentrations, and temperatures of
reactants. Acoustic pressure fluctuations give rise to fluctuations
in the rate of heat release, but it takes some time � for the heat-
release rate to respond to pressure because of finite-rate chemistry
or transport. To describe this, the heat-release rate can then be
taken as proportional to the pressure raised to a power �i.e., q
� pn�, with the pressure evaluated at a time � earlier, the value of
which is locally fixed by the processes occurring at the point in
question. Perturbing the resulting expression and linearizing the
outcome gives what has been referred to as the n−� model,

q� = nq̄
p��t − ��

p̄
�8�

With this model, the heat-release-rate perturbation at any particu-
lar position in the chamber may be considered to be proportional
to pressure perturbations at the same point at an earlier time.

Pressure variations in acoustic fields are uniquely related to
variations of the other state variables, temperature and density, but
velocity variations have different phase relationships to pressure
variations at any given position, depending on the acoustic mode
and the boundary conditions. Therefore, in general, if pressures
were replaced by velocities in Eq. �8�, the outcome for q� would
be different, and the value of � calculated from Eq. �7� would be
changed. Models can be constructed in which q� responds to ve-
locity fluctuations u� with a locally determined time lag �, as will
be illustrated later, but �with one important exception� such mod-
els tend to be unrealistic for homogenous reactors and are not
addressed presently. To define the simplest model for a homog-
enous reactor, � is taken to be constant throughout the reactor
illustrated in Fig. 1, and Eq. �8� may then be used in Eq. �7� to
show that the corresponding contribution to � is

� =
�n�� − 1�

q̄

p̄
	 1

T
�0

T�V

p��t�p��t − ��
�c2 dVdt

2�ê�V
�9�
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In applying this result, values are needed for both n and �. The
simplest approach is to select constant values for each �8�, such as
n=0.05 and

� =
Linj

Uinj
�10�

where Linj is the distance from the fuel nozzle to the combustor
entrance, and Uinj is the average flow velocity in the injector
stream, illustrated schematically in Fig. 1. Depending on the com-
bustor configuration, instead of employing a design-dependent �,
it may be better to select a design-independent value based on
expected heat-release time lags for the local combustion process.

Irrespective of how � is determined, as long as it is a known
constant, Eq. �9� can be used to calculate this contribution to �
once the acoustic field is specified. With the description given in
Eq. �5�, use may be made of Eqs. �2� and �4� in Eq. �9� to show
that

� = �n�� − 1�
q̄

p̄
	 cos����

2
�11�

This is a simple but general result for this constant-� limiting case
of the homogenous model, which, in turn, represents a limiting
case in which the combustion fills the entire chamber. When the
values of the five parameters n, �, �, q̄, and p̄ are known, Eq. �11�
may be employed to calculate the associated contribution to � as
a function of �. This contribution may then be positive or nega-
tive, depending on the frequency as determined by the sign of
cos����.

There may be interest in applying this model to a reactor in
which combustion does not fill the entire chamber. For this exten-
sion, a factor f 1 must be placed in Eq. �11�, where f denotes the
ratio of pressure contribution to the acoustic energy over the por-
tion of the chamber in which combustion occurs to the total pres-
sure contribution to the acoustic energy in the chamber. The value
of f may be calculated from an acoustic-mode analysis of the
chamber, once the portion of the chamber in which combustion
occurs is specified. As an especially simple example, for a cham-
ber of length L in which the pressure oscillation is proportional to
cos��x /2L� and combustion occurs only in the region between
x=0 and x=xf, it is found that f =2 /���xf /L��1− �xf /L�2

+sin−1�xf /L��. In most configurations, a simple formula like this
cannot be obtained for f , and instead a numerical calculation of f
is required.

Pressure-Sensitive Reactors With Spatially Distributed Re-
actions Having Space-Dependent Time Lags. If � is not con-
stant but instead varies in space, then the value of � obtained from
Eq. �9� differs from the simple result in Eq. �11� and depends on
both the shape of the acoustic mode and the spatial dependence of
�. In one model of this kind, � may be assumed to vary linearly
with the axial coordinate x through the chamber, the coefficient of
variation being 1 /u�=d� /dx, which may be positive or negative.
By setting

� = �0 + u�
−1x �12�

in Eq. �8�, with �0 and u� both constant, it is found from Eqs. �4�
and �5� with m=0, and �9� that if

k =
�

2L
�13�

then

� =
n�� − 1�
2��L/u��

q̄

p̄

1

�1 − � �L

�u�
�2	

���1 − � �L

�u�
� − � �L

�u�
�2	�cos���0���sin��L

u�
�	

+ �sin���0���2� �L

�u�
�2

− 1 + cos��L

u�
�	� �14�

Equation �13� corresponds to a chamber with an acoustically
closed injector end at x=0 and an acoustically open end at x=L,
for which Eq. �5� reduces to

p��x,t� = p̃ cos��t�cos��x

2L
�

�15�

u��x,t� =
p̃

�̄c̄
sin��t�sin��x

2L
�

the values m=0, �=0, �=−� /2, and �=−� /2, for example, in
Eq. �5� producing this result. The formulas are different with dif-
ferent boundary conditions.

The six parameters whose values must be given to use Eq. �14�
for finding � as a function of � are n, �, �0, q, p̄, and u� /L.
Although more complicated than Eq. �11�, Eq. �14� yields a result
which approaches that of Eq. �11� as u� /�L approaches infinity.
For small values of u� /�L, however �high frequencies�, the mag-
nitude of the result in Eq. �14� becomes smaller by the factor
u� /�L as a result of cancellation of contribution from different
parts of the chamber. If combustion were to occur only in part of
the chamber, then the integration in Eq. �9� would extend only
over that part, but a formula as simple as Eq. �14� would not be
obtained; in this case, depending on which part of the chamber
experiences combustion, the resulting value of � may be de-
creased or increased.

Mode-dependent results also occur for models that introduce
Lagrangian time lags, which follow fluid elements. If the fluid is
convected downstream, in the x direction, with the constant mean
velocity Uc, and if the perturbations to the heat release at position
x at time t result only from the pressure perturbation at position
x−Uc�L, at time t−�L, then a space lag must be taken into account
in addition to the Lagrangian time lag �L �unless Uc is sufficiently
small�, causing p� in Eq. �8� to be evaluated at a different spatial
position than q�. This result arises from the fact that, in this
model, each fluid element moves a distance Uc�L before releasing
heat. These complications in general would require the integrals in
Eq. �9� to be evaluated numerically, with p��t−�� evaluated at a
spatial position different than that of p��t�. This would preclude
the derivation of simple analytic formulas such as those given in
Eqs. �11� and �14�. A wide variety of possible models for reactors
with distributed reactions thus exist, the results in Eqs. �11� and
�14� representing two special simple limiting cases.

Pressure-Sensitive Reactors With Spatially Localized
Reactions. The opposite limit from that of spatially distributed
reactions is the limit of spatially localized reactions. It is worth-
while to consider this opposite limiting case, which is simpler to
analyze than the general case. In applications, then, judgments can
be made as to whether the combustion is approximated better by
the distributed-reaction or localized-reaction model, and the result

Fig. 1 Schematic of a homogenous reactor
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for the model judged to be closest to reality can be used. Alterna-
tively, some components of both limits may be judged to be
present, and the combustion may then be partitioned between the
two.

The n−� description underlying Eq. �8� may still be considered
for the localized limit. Results for � in this limit, however, have a
greater dependence on the chamber configuration and on the
acoustic mode than does the result in Eq. �11�. It is simplest to
consider a one-dimensional configuration in which the chamber,
of length L, extends from x=0 to x=L, and a planar flame is
anchored at the position x=xf, as shown in Fig. 2. In this case, Eq.
�8� is modified to

q� = nq̄
p��t − ��

p̄
��x − xf�L �16�

For the acoustic field of Eq. �15�, use of Eqs. �4�, �5�, and �16� in
Eq. �7� results in

� = n�� − 1�
q̄

p̄
�cos��xf

2L
�	2

cos���� �17�

Application of Eq. �17� requires knowledge not only of the values
of the five parameters n, �, �, q, and p̄, which were needed in Eq.
�11�, but also the value of xf /L. The sign of �, however, again
depends only on the value of ��.

The possible choices for � in this formula parallel those in Eq.
�11�, although if the design-dependent � is selected, then Eq. �10�
would better be replaced by

� =
Linj

Uinj
+

xf

Uc
�18�

where Uc is the average flow velocity in the chamber. The method
of determining the value of n depends on the model selected for
the localized heat release. If, for the configuration corresponding
to Eq. �15�, a model of premixed turbulent-flame propagation is
selected, with the planar flame stabilized at x=xf, then the average
total rate of heat release in the chamber of volume V, with cross-
sectional area A, is

q̄V = �Qr�ST�A �19�

in which Qr denotes the heat released per unit mass of mixture
consumed and ST is the turbulent burning velocity. With q���x
−xf�L, the corresponding perturbation is �12�

q�

q̄
=

Qr�

Qr

+
��

�̄
+

ST�

ST

�20�

indicating that perturbations in Qr, �, and ST all contribute to n in
Eq. �16�. The pressure dependences of these three parameters
therefore affect n in this model. Expressions for n would be dif-
ferent in other models, and the simplest approach would be to
merely select a value, as indicated above �Eq. �10��.

Velocity-Sensitive Reactors With Spatially Localized
Reactions. For localized reactions, there are more physically rea-
sonable models with velocity-sensitive responses than there are
for distributed reactors. Results necessarily will be configuration
dependent and mode dependent, and for the configuration that led
to Eq. �16�, that equation becomes

q� = nq̄
�u��t − ��

c̄
��x − xf�L �21�

where in Eq. �8� p� / p̄ is replaced by �u� / c̄, u being the velocity in
the x direction. This selection is better than u� / ū because in acous-
tics, it is �u� / c̄ rather than u� / ū that is of the same order of
magnitude as p� / p̄.

Equation �7� still applies for this contribution, and for the mode
considered, which has �ê�= �p̃2� / �2�p̄�, Eqs. �5� and �21� result in

� =
n�� − 1�

4

q̄

p̄
sin��xf

L
�sin���� �22�

which differs from Eq. �17� in that ��cos� � xf

2 L
��2

cos����� is re-
placed by � 1

4 sin��xf /L�sin����� as a consequence of the pressure
sensitivity being replaced by the velocity sensitivity. Although the
results are generally similar, the amplitudes are somewhat less for
the same value of n �the maximum possible value being 1 /4 of the
previous maximum�, and the phase difference is altered, amplifi-
cation now peaking at ��=� /2 instead of at ��=0.

Flamelet-Area Fluctuations. In the turbulent-flame model of
Eqs. �19� and �20�, explicit velocity sensitivity can arise for the
flamelet regime. In this regime, as is well known �10�,

STA = SLAf �23�

where SL is the laminar burning velocity and Af is the wrinkled
flame area, and the wrinkled flame area may be considered to be
proportional to the velocity fluctuations, whence

ST�

ST

=
SL�

SL

+
Af�

Af

=
SL�

SL

+
u�

ū
�24�

The only velocity-dependent term that arises when Eq. �24� is
substituted into Eq. �20� is

q�

q̄
=

u�

ū
�25�

which, in Eq. �21�, corresponds to

n = c̄/�ū �26�

which is a large number even if ū is taken to be the mean con-
vection velocity. In many models, the ū in Eq. �25� should instead
be the root-mean-square turbulent fluctuation velocity, which
causes n in Eq. �26� to be even larger. Equation �25�, however,
assumes that the acoustic velocity fluctuations are fully effective
in increasing the wrinkled flamelet area. In many models, only the
turbulent velocity fluctuations increase the flamelet area, and the
acoustic fluctuations may have a small or negligible effect on the
turbulent fluctuations. A correction factor that is generally small
therefore belongs to the right-hand side of Eq. �25�, resulting in a
correspondingly small factor in Eq. �26�. This model nevertheless
can lead to responses having magnitudes larger than those associ-
ated with pressure-sensitive responses. Clearly, there are many
uncertainties concerning the magnitude of n for this model.

The appropriate time lag � for this model can be of the order of
a large-eddy turnover time,

� = d/ū �27�

where d is a large-eddy diameter and ū a representative turbulent
fluctuation velocity, resulting in a numerical value that may often
be comparable with values obtained from Eq. �10�. As with n,
however, there are significant uncertainties in expressions and val-
ues for �.

Since most gas-turbine conditions tend to lie in the thin-
reaction-zone regime rather than in the flamelet regime, this po-
tentially large effect may not be representative for most applica-
tions. In the thin-reaction-zone regime, Eq. �23� does not apply,
but instead, the turbulent burning velocity is proportional to the

Fig. 2 Schematic of an anchored flame at a fixed location
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square root of a turbulent diffusivity, which if proportional to u�
would produce a factor of 1

2 in Eq. �26� and would again require a
small multiplicative factor if the acoustics are ineffective in gen-
erating turbulent diffusivity fluctuations.

Equivalence-Ratio Fluctuations. Equivalence-ratio fluctuations
are another mechanism that is often identified as being an impor-
tant candidate for a velocity-sensitive response. When the fuel and
air flow rates within the injector respond differently to acoustic
oscillations, the instability generates local fluctuations of the
equivalence ratio, which are convected downstream to the turbu-
lent flame, where they produce fluctuations in the heat-release
rate. Under the proper circumstances, these fluctuations can
couple with the pressure closing the instability loop.

Specifics depend on details of the injection process, but in
many cases, the fuel feed pressure is high enough that the injector
can be considered to be choked, giving a constant flow rate, while
the air flow rate past the injector responds to the acoustic oscilla-
tions. If the air flows in the x direction at velocity u at the injector,
then the fluctuations in the equivalence ratio � are given by �1�

��

�̄
= − �u�

ū
+

��

�̄
� �28�

in which the local density fluctuations at the injector are usually of
a lesser importance and can be neglected, giving a velocity-
sensitive response with the time lag of Eq. �18�. Since

q�

q̄
= � dq

d�

�̄

q̄
���

�̄
�29�

with this mechanism, in Eq. �21�,

n = � dq

d�
�� �̄

q̄
� 1

�Minj
�30�

where the air Mach number at the injector is

Minj =
Uinj

c̄inj

�31�

and u��t−�� is to be evaluated at the injector, leading to p� and q�
being evaluated at different spatial locations in Eq. �7�.

The potential for this to be a large effect is evident from the
presence of the Mach number in the denominator in Eq. �30�. It
does, however, become necessary to address the acoustic velocity
fluctuation u� in the injection region, and this can be small, off-
setting the influence of the Mach number. For example, for the
simple configuration considered in deriving Eq. �14�, if the injec-
tion is at x=0, then u�=0 there, and equivalence-ratio fluctuations
�which also can be called mixture-ratio or mixture-fraction fluc-
tuations� occur only through the density fluctuations �related to
the pressure fluctuations�, which have been neglected as being
small. If the acoustic field is given by Eq. �15� and the injection of
fuel is at x=xinj, then use of Eqs. �21� and �30� in Eq. �7� gives

� = − � �� − 1�
2�Minj

� dq

d�

�̄

q̄
� q̄

p̄
	�cos��xf

2L
�sin��xinj

2L
�	sin����

�32�

Comparison of Eq. �32� with Eqs. �17� and �22� shows that if the
fractional change in the rate of heat release with the fractional
change in the equivalence ratio is of order unity, then this effect
can be relatively large. It produces amplification for 0���
�attenuation for ���2�� when �xinj /2L is small and nega-
tive and attenuation for 0��� when it is small and positive.
Expressions will be different for other modes or other
configurations.

To use this result numerically, it is necessary to evaluate
dq /d�. For the flamelet regime, from Eqs. �19�, �20�, and �24� it
may be seen that

dq

d�

�̄

q̄
=

dQr

d�

�̄

Qr

+
dSL

d�

�̄

SL

+
d�

d�

�̄

�̄
+

dAf

d�

�̄

Af

�33�

while for the thin-reaction-zone regime, the last term in this ap-
proximation is replaced by a corresponding fractional change in
diffusion coefficient. In both regimes, the first two terms are
dominant and may be evaluated from thermodynamic data and
from data on laminar burning velocities.

Turbulent diffusion can be an important phenomenon in modi-
fying the influence of equivalence-ratio fluctuations. The mixture
nonuniformities introduced at the injector tend to be washed out
by diffusion processes as a fluid element flows downstream. This
phenomenon has been addressed previously �13,14� by models
more complex than the simple estimate to be adopted here. If Eq.
�27� is employed as an estimate of a decay time �d for
equivalence-ratio fluctuations, then a result such as Eq. �32� re-
quires an additional factor of e−tL/�d, taken here as a reasonable
approximation accounting for this effect, where tL is the space-
dependent Lagrangian transit time for the fluid element, given, for
example, by Eq. �18�. This factor accounts for the reduction in
amplitude of the equivalence-ratio fluctuations by diffusion and
causes the effect to diminish as the distance downstream in-
creases.

Velocity-Sensitive Reactors With Spatially Distributed
Reactions. The equivalence-ratio fluctuations just described can
also be important when there are distributed reactions. This would
involve a spatially dependent time lag, as in Eq. �12�, and it would
give, for the configuration to which Eq. �32� applies, the formula

� = −
�� − 1�
��Minj

� dq

d�

�̄

q̄
� q̄

p̄

sin��xinj

2L
�

�1 − �2�L

�ut
�2	

��cos��L

u�
�sin���0� − �2�L

�u�
��1 − sin��L

u�
�	cos���0��

�34�

in which �0 and u� may best be obtained from Eq. �18�. For small
values of �L /u�, this result is quite similar to that of Eq. �32�, the
difference being that cos��xf /2L� is now replaced by 2 /�, but for
large values of this parameter, the magnitude becomes smaller by
a factor u� /�L, as in Eq. �14�. If combustion were to occur only in
part of the chamber, then again the integral in Eq. �7� would
extend only over that part, precluding a result as simple as that in
Eq. �34� from being derived and, in general, requiring numerical
integration for evaluating �. The limiting case in which the dis-
tributed combustion is mainly localized toward the upstream end
of the chamber would correspond to Eq. �32� with ��xf /2L�=1.

Equation �34� does not take into account the reduction in am-
plitude of equivalence-ratio fluctuations by diffusion. When this
effect is included, the formula becomes more complicated than
Eq. �34�, and � is best calculated by numerical integration. The
effect can be very substantial, lessening the influence of the down-
stream portion of the chamber greatly and thereby removing most
of the destructive interference effects that lead to rapid variations
of � with �.

Vortex Shedding. Vortex shedding is basically a nonlinear phe-
nomenon, and a linear approximation is needed to apply the
present approach. The viewpoint to be adopted is that vortices are
shed from an object with a characteristic dimension d, a rod di-
ameter �as in the case of fuel spokes in an injector� or a boundary-
layer thickness at an edge, and with a characteristic length LV, the
length of the rod or of the edge. The gas entrained in the vortex
burns at a time � after the vortex is shed, where � may, for ex-
ample, be considered to be an induction time for ignition, and the
heat is released over a period of time comparable with the vortex
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turnover time. The shedding frequency � in the absence of the
acoustic field is determined by the Strouhal number

St =
�d

Uc
�35�

a representative value of which is about 0.2 �15�.
If this were all that were involved, then there would be no

contribution to acoustic amplification because there would be no
coupling between the phase of the shedding and of the acoustics.
Coupling is provided by the fact that the shedding frequency in-
creases with the velocity, as implied by Eq. �35�. The velocity
increase associated with the acoustics promotes shedding, so that
shedding can be triggered in the high-velocity portion of the
acoustic oscillations, thereby synchronizing the shedding with the
acoustic field. This coupling clearly is nonlinear, since it depends
on the magnitude of the acoustic velocity, and the shedding phase
is thus a function of the acoustic amplitude. Moreover, by modi-
fying the shedding frequency through Eq. �35�, the nonlinearity
can lead to synchronization of shedding over a range of
frequencies.

However, since the acoustics, under combustor operating con-
ditions of greatest practical interest, may be expected not to make
a large change in the shedding as an approximation, it may be
assumed that interaction will occur only over frequencies differing
by a small factor r, perhaps about 10%, from the natural shedding
frequency of Eq. �35� for the mean velocity Uc. The frequency
dependence of the magnitude of the fluctuation in the heat-release
rate per unit volume is therefore taken to be

�q�� = �q��max�1 − �� − �0

r�0
�2	 �36�

for �1−r��0� �1+r��0 and 0 otherwise, where �0 is the
value obtained from Eq. �35� with Uc being the average velocity
at the shedding point. Equation �36� is preferred over a Gaussian,
for example, because there is no interaction if the frequencies are
too different.

To use Eq. �36�, it is necessary to evaluate q�max, the value that
occurs when the acoustic and shedding frequencies coincide. The
value of q� may be approximated as being zero outside the vortex
and constant inside. If the vortex is approximated as having diam-
eter d and length LV, and if the circulation is estimated as
Uc�Uc /��=Uc

2d /St, then its turnover time, d2 divided by its cir-
culation, is dSt /Uc, so that

�q��max =
Qr�Uc

dSt
�37�

If xv denotes the value of x at which the vortex is shed, then Eqs.
�36� and �37� give

q��xv + Uc�,t� =
Qr�Uc

dSt
�1 − �� − �0

r�0
�2	u��xv,t − ��

0.1Uc
�38�

where the magnitude of the velocity fluctuations has been ap-
proximated as 10% of the mean velocity. The final factor in Eq.
�38� couples the heat-release fluctuations with the acoustic-
triggered shedding. Equation �38� applies over a volume of diam-
eter d and length LV centered at position xv+Uc�, and q� is zero
outside this volume, in this approximation.

For the configuration and acoustic conditions of Eq. �15�, with
the rod or edge normal to the flow direction, use of Eq. �38� in Eq.
�7� results in

� =
��� − 1�dLVQr

0.8StVc
�1 − �� − �0

r�0
�2	

�sin����sin��xv

2L
�cos���xv + Uc��

2L
� �39�

provided that the vortex diameter is small compared with the
wavelength of the acoustic field. If there is more than one rod or
edge in the system, then Eq. �39� is to be applied separately for
each, the sum contributing to �. Since the derivation neglects
vortex growth through entrainment during its transit, if Uc� is
large enough, then an entrainment factor, perhaps 1+0.1Uc� /d,
may appropriately be included in Eq. �39�. The result predicts
amplification if xv	0 for 0��� when � is close enough to
�0 �� is zero for ��−�0�	r�0�, and the amplification increases
with increasing ratio of vortex volume to chamber volume.

Pressure-Sensitive Cylindrical Reactors With Conical An-
chored Flames. This case is between two limiting cases discussed
earlier �the distributed-reaction limit and the spatially-localized-
reaction limit� and is more appropriate for some applications. The
flame in this example is anchored between two axial and radial
locations, �xf1 ,rf1� and �xf2 ,rf2�, as shown in Fig. 3.

The modeling challenges for this case are similar to those of the
spatially localized flame in that it may be difficult to determine the
exact location of the reaction zone. The heat release is assumed to
occur only at the flame sheet, and the heat-release rate is written
as

q� = nq̄� p��t − ��
p̄

	����
R2L sin �

�rf2

2 − rf1

2�
�40�

where � is a coordinate perpendicular to the flame sheet defined
by

� = �r − rf�cos � − �x − xf�sin � �41�

obtained by transforming the axial �x� and radial �r� coordinates
into a system perpendicular to and parallel to the flame sheet. The
heat-release perturbation is taken here to be proportional to the
pressure perturbations occurring at the flame location, evaluated at
a time � earlier, as in Eq. �16�. It clearly would also be possible to
address, in this geometry, velocity-sensitive heat release, as in Eq.
�21�, and the result from equivalence-ratio fluctuations is to be
discussed below.

The use of Eqs. �40� and �41� in Eq. �7� gives

� = n�� − 1�
q̄

p̄
�1 +

�cos2��2� − cos2��1�� + ���2 − �0�sin�2�2� − ��1 − �0�sin�2�1��
���2 − �0�2 − ��1 − �0�2� �cos���� �42�

Fig. 3 Schematic of an anchored conical flame
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where �=�xf /2L, and xf0 is the point where the extrapolated
flame meets the x axis �forming an angle ��. Following Putnam
�16� in Eq. �42�, one may consider setting

� =
Linj

Uinj
+

xf1

Uc
+

xf2 − xf1

3Uc
�43�

as an approximation in the spirit of Eq. �18�, although the result-
ing value for � often is too large to produce reasonable results, so
that a smaller, design-independent value is preferred. The growth-
rate results obtained by this model tend to fall between the two
limits discussed before and can be positive or negative depending
on the frequency.

Velocity-Sensitive Cylindrical Reactors With Conical An-
chored Flames. If the heat-release perturbations in the above ex-
ample are assumed to be sensitive to velocity perturbations only,
then in the spirit of Eq. �21�, these perturbations can be approxi-
mated by

q� = nq̄��u��t − ��
c̄

	����
R2L sin �

�rf2

2 − rf1

2�
�44�

For equivalence-ratio fluctuations, the u� in Eq. �44� is evaluated
at the injector location, and the growth rate for a variable time lag,
which is more physically plausible because combustion occurs
along the flame sheet, can be expressed analytically if turbulent
diffusion is neglected; however, the formula is complicated, even
more so than Eq. �42�, so that it is simpler to calculate � numeri-
cally from the formula

� = � �� − 1�
2�Minj

� dq

d�

�̄

q̄
� q̄

p̄
e−�0/�d sin���sin��inj�	

� � 2L

�R
tan����2�sin���0�


�1

�2

�� − �0�e−c� cos���cos�b��d�

+ cos���0�

�1

�2

�� − �0�e−c� cos���sin�b��d�� �45�

in which b=2�L /�u�, c=2L /�u��d, �0=Linj /Uinj, u�=Uc, and
�d=d / ū. In this expression, the reduction in amplification through
turbulent diffusion has been included, d being the size of the large
eddies and ū the turbulent fluctuation velocity.

More Complex Configurations. Equation �45� involved per-
forming a numerical integration along the length of the flame. The
amplification rate � in general can be evaluated by numerical
integration when the necessary information is available, and in
most complex configurations, numerical integration is required. In
flame-sheet approximations, the integration is carried over the
area of the sheet, and in distributed-reaction approximations, the
integration is carried over the volume of the chamber. The latter
situation is the most general in that a flame sheet can always be
approximated as a flame of nonzero thickness, and q� can be taken
to be large inside this thickness and zero outside. The information
that is required for determination of � should be clear from Eq.
�7�.

First of all, it is necessary to know the average acoustic energy
per unit volume defined in Eq. �4�. Since �ê� is proportional to the
square of the pressure amplitude p̃2, this formally involves know-
ing the amplitude of the acoustic fluctuations, but, in fact, that is
irrelevant since p̃2 also occurs in the numerator of Eq. �7� and so
cancels out in the expression for �. In other words, the amplitude
can be assigned an arbitrary value at a selected position. What is
needed for calculation of �ê� by numerical integration is only
therefore the shape of the acoustic mode under consideration. This
should be available from chamber-acoustic programs, so that �ê�
can be calculated for the given amplitude.

The only other factor in � in Eq. �7� is the ratio of the volume

integral �over the entire chamber� of the amplification rate per unit
volume to the chamber volume. This ratio can also be evaluated
by numerical integration �for the selected amplitude�, given the
acoustic mode and the information concerning the amplification
mechanism that determines q�. This information is, of course,
quite different for different mechanisms. Equation �8� provides the
simplest example. Time lags often are involved, and Eq. �12� of-
ten will be a reasonable approximation, in which x becomes the
distance along a particle path and u� the particle velocity along the
path. If this velocity varies appreciably in the model, then u�

−1x is
better replaced by �u�

−1dx. To complete the specification of q�,
either the amplitude factor n is simply given or a formula such as
Eq. �20�, �29�, or �38� is used, with quantities appearing there
given, for example, by Eq. �24� or Eqs. �28� and �33�.

Depending on the mechanism, the shape of the acoustic mode
will appear in different ways in the evaluation of q�. The integra-
tion over the volume is, however, straightforward once the acous-
tic mode, the mechanism, and the values of the associated param-
eters are known. The computational times will vary depending on
the geometry and mechanisms of choice, but are much shorter
than the times required for approaches implementing CFD, al-
though the latter, of course, give nonlinear behaviors, which the
present approach is incapable of doing.

Because the present approach is only an approximate one, it is
consistent with the spirit of the method to address various addi-
tional simplified approximations of the acoustic field, the chamber
and the flame configurations, the physical mechanisms of the heat-
release perturbations, and the time lags. One prevalent design con-
figuration is an annular chamber with a number N of axially di-
rected injectors distributed uniformly around the annulus.
Acoustic modes observed in such units often are circumferential,
so that Eq. �5� can be applied with k=�=0. If interactions of
flames from different injectors, tendencies of flames to spread
conically, and distributed-reaction effects are neglected, then the
flame from each injector can be approximated by a circular cylin-
drical sheet of radius rf, centered on the injector axis. Moreover,
rf may be considered small enough that the phase of the acoustic
field for the entire flame of injector k may be approximated as the
phase of the azimuthal angle �k of the center of that injector. With
these simplifications, the analog of Eq. �16� for pressure-sensitive
reactors becomes

q� = n
q̄

p̄
k=1

N

p���k,t − ����rk − rf�
L�Ro − Ri�

Nrf
�46�

where L is the length of the annular combustor, Ro and Ri are its
outer and inner radii, respectively, and rk is a radial coordinate
from the axis of the injector k, appearing in the argument of the
delta function.

If Eq. �12� is employed for �, then use of Eq. �46� in Eq. �7�
gives, for the tangential mode considered,

� =
�� − 1�nq̄u�

�Np̄�Ro + Ri�
�

k=1

N

cos2�m�k�	 � �cos���0�sin��L

u�
�

− sin���0��1 − cos��L

u�
�	� �47�

where m is an integer �m=1 for the fundamental mode�. In the
limit of u�=0, so that � is constant, the braces in Eq. �47� ap-
proach ��L /u��cos���0�. With these same geometrical approxi-
mations applied to equivalence-ratio fluctuations, Eqs. �29� and
�33� continue to hold, and
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� =
B�� − 1�nq̄u�

�Np̄�Ro + Ri�

��
k=1

N

cos���cos2�m�k� − sin���cos�m�k�sin�m�k��
� �cos����cos���0�sin��L

u�
� − sin���0��1 − cos��L

u�
��	

+ sin����sin���0�sin��L

u�
� + cos���0��1 − cos��L

u�
��	�

�48�

in which the phase angles � and � are those that appear in Eq. �5�,
and B, less than unity but often of order unity, denotes the ratio of
the axial velocity fluctuations in the injector to the tangential ve-
locity fluctuations in the chamber. For a traveling wave, �=�=0,
while a standing wave can be described by setting �=0 and �=
−� /2, for example, in both cases eliminating the sin��� term in
Eq. �48�, and essentially reverting to Eq. �47� in the first case, and
replacing cos2�m�k� in Eq. �47� by cos�m�k�sin�m�k� in the second
case. These results neglect turbulent dissipation, and although
analytic results could be obtained including that effect, numerical
evaluation of the integral over x is just as easy.

Models for Attenuation of Acoustic Energy
Acoustic-energy dissipation occurs through a variety of mecha-

nisms in practical combustion systems, the most common of
which are wall damping and damping by perforated liners that
target certain acoustic modes. Other mechanisms of acoustic at-
tenuation are generally less significant and have been addressed
reasonably thoroughly in literature �1,10�. These other mecha-
nisms therefore are not addressed here.

Wall Damping. This damping is due to the oscillatory bound-
ary layer near the wall, and it depends on the frequency, the sur-
face area, and the flow properties near the wall. Detailed analysis
of wall damping mechanisms is given in several references
�9,10,17�. An expression is derived by Williams �10� starting from
a simplified time-dependent momentum equation �with t time and
y distance normal to the wall�, namely,

�w
�v
�t

=

���w
�v

��y�
�

�y
�49�

where �w, �w, and � are the density, viscosity, and velocity near
the wall. This equation has a solution

v = ��w

�c
�Re�Ve−�1+i����w/2�wy� �50�

where �w, �c, V, and � are the temperature at the wall, the tem-
perature in the core, the complex oscillatory velocity amplitude
outside the oscillating boundary layer, and the frequency of the
oscillation, respectively.

From this velocity solution, an energy-dissipation expression
�per unit area of combustor wall� can be derived as

ewd =

0

�
1

2
�w���w

�c
Ve−�1+i����w/2�wy	2

dy =
1

2
��w

�c
�2

�V�2���w�w

2

�51�

This solution then needs to be integrated over the wall boundary
surfaces to obtain the total rate of dissipation by wall damping

�wd =
�AewddA

2�ê�V
�52�

Damping by Perforated Liners. Perforated liners are common
in gas-turbine applications; their primary use is the provision of
cooling to prevent severe temperatures from damaging the hard-
ware. This cooling is provided by air impinging on the liner ex-
ternal walls and/or by film cooling to the interior walls. The latter
can contribute significantly to acoustic-energy attenuation, as has
been explained by Howe �17,18�, Hughes and Dowling �19�, and
Eldredge and Dowling �20�. The physical mechanism for the re-
moval of acoustic energy is vortex shedding at the edge of the
cooling apertures through which there is a mean flow rate. The
vortices are moved away from the liner by the mean flow and
eventually decay to turbulence.

If the cavity depth �distance from the perforated liner to the
wall that backs it� is larger than the aperture diameter, and if both
of these dimensions are much smaller than the acoustic wave-
length, then the acoustic properties of an aperture can be ex-
pressed as �19�

�p�

�y
= ��p��y=−0

y=+0 at y = 0 �53�

where y denotes distance normal to the aperture pointing into the
chamber, and � is an effective compliance found from an expres-
sion developed by Howe �18� based on the Rayleigh conductivity
for an aperture and can be expressed as

� =
2a�

d2 �54�

in which a is the aperture radius and d the distance between the
centers of the apertures. Here,

� = � − i� �55�

where

� =

I1
2�St��1 +

1

St
	 +

4

�2e2St cosh�St�K1
2�St��cosh�St� −

sinh�St�
St

	
I1

2�St� +
4

�2e2St cosh2�St�K1
2�St�

�56�

and

� =
� 2

�St
	I1�St�e2StK1�St�

I1
2�St� +

4

�2e2St cosh2�St�K1
2�St�

�57�

in which I1�St� and K1�St� denote modified Bessel functions of the
first and second kinds �21�. The Strouhal number is defined here
as

St =
�a

U
�58�

with U being the mean gas velocity through the aperture.
An expression for the attenuation rate can be developed by

looking at the acoustic admittance �the inverse of the acoustic
impedance� defined as Y = ũ / p̃, in which ũ refers to the complex
amplitude of the average outward normal velocity. The average
rate of acoustic energy extraction per unit area can be expressed as
�10� �p�u��= �p�2 /2�Re�Y�. Upon employing this result in Eq. �1�,
it follows that the contribution of the perforated liner to the damp-
ing is
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�p� =
�p̄

2

�Ap�2Re���dA

�Vp�2dV
�59�

Furthermore, if we define a Helmholtz number as

� =
�l

c
�60�

where l is the distance from the aperture to the backing wall, and
introduce

� =
�d2

2ac
tan��� �61�

then use of the results of Hughes and Dowling �19�, given in the
first part of their paper, this results finally in

�pl =

�Ap�2� �� tan���
�2 + �2 + �2 − 2��

	dA

�Vp�2dV
�62�

Comparison With Experimental Results
Experiments in four different, increasingly more complex types

of combustor configurations are addressed here as means for test-
ing the usefulness of the method that has been proposed. While
most of the experiments were performed as part of the present
work, some results are taken from the existing literature. The ex-
periments include both atmospheric-pressure and high-pressure
rigs and address both single-injector chambers and chambers with
full annular sets of injectors. Wide ranges of conditions are thus
represented. The approach will be to investigate how well the
experimental results can be interpreted on the basis of the preced-
ing models.

Single-Injector, Atmospheric-Pressure, Quartz Combustor.
Experiments were performed with a transparent combustor for the
purpose of testing the utility of the method being developed here.
The intent was to observe under what conditions oscillatory com-
bustion occurred and to attempt to determine which of the preced-
ing models, if any, could lead to rational interpretations of the
experimental results. The experimental design and operation have
been described more fully previously �8�. The vertically oriented
combustion chamber, 8 in. in inside diameter and 20 in. in length,
was open to the exhaust system at the top and fed from the bottom
by a lean mixture of air and natural gas, injected through a model
single-element swirl premixer about 2 in. in diameter, having
eight fuel spokes. The air, preheated to 283°F, entered the pre-
mixer at 0.12–0.17 lb /s from a cylindrical plenum, coaxial with
the combustor and acoustically isolated from it by annular plates,
so that the acoustic field in the combustor could reasonably be

approximated by Eq. �15�. The fuel-flow rate was between
0.005 lb /s and 0.007 lb /s, and the pressure in the combustor was
maintained at atmospheric pressure. Oscillations were detected by
measuring pressure variations, monitored through piezoelectric
transducers and microphones, and by visual, high-speed-camera
and charge coupled device �CCD�-camera observations.

The fundamental acoustic frequency in the chamber during
combustion was 250 Hz. At the lower fuel-flow rates, oscillatory
combustion did not occur, and the flame appeared to be approxi-
mately conical, as illustrated in Fig. 3. Oscillations at 250 Hz
were recorded at the higher fuel-flow rates, and under oscillatory
conditions on the average, the flame appeared to fill approxi-
mately the entire lower portion of the combustor.

Results for � based on different models which can be used to
interpret these observations appear in Eqs. �11�, �14�, �17�, �22�,
�32�, �34�, �39�, �42�, and �45�, and possible variations of these
results have been discussed previously in connection with the
equations. One of the first questions is to ask whether a model can
predict amplification at the 250 Hz frequency. Some indeed can,
as may be seen from results for Eqs. �11�, �34�, and �42� plotted in
Fig. 4. The results for Eqs. �11� and �42� include modifications for
the effect of wall damping from Eq. �52�, as described previously
�8�. Even without turbulent dispersion taken into account to di-
minish effects of equivalence-ratio fluctuations, the destructive in-
terference from the variable time lag of Eq. �18� eliminates am-
plification from Eq. �34� for this distributed-reaction model. The
pressure-sensitive result for the simple distributed-reaction model
of Eq. �11� is seen to produce amplification. It is more appropriate,
however, from the flame-shape observations to employ the
conical-flame model of Eq. �42�, and while the second amplifica-
tion region for this curve does not exactly coincide with the ob-
served frequency, the inaccuracies are such that the model could
well predict amplification where observed. It seems better to base
this linear stability analysis on the conical flame rather than the
distributed reaction because that is the configuration which is ob-
served prior to the onset of oscillations, so that is the configuration
which would have to be linearly unstable.

It is widely believed that equivalence-ratio fluctuations tend to
be the primary cause of oscillations. For the conical flame, this
effect is described most accurately by Eq. �45�, the prediction of
which is plotted in Figs. 5 and 6, in combination with the vortex-
shedding prediction of Eq. �39�. The values of parameters em-
ployed for these calculations were 0.5 cm for d, 0.95 cm for LV,
5 cm for Linj=−xv, 0.63 for �, 14.5 m /s for Uinj, 1.8 m /s for Uc,
10% of Uc for ū, and 1.4�107 J /kg for Qr in Eq. �39�, and
2.54 cm for xf1, 17.8 cm for xf2, 4.78 cm for rf1, 10.16 cm for rf2,
and 3.4 cm for d, along with other parameters having the same
values as above, in Eq. �45�. In evaluating �inj, the positive value
xinj=Linj was employed, it being clear that the phase of the oscil-

Fig. 4 Growth-rate results obtained from Eqs. „11…, „34…, and „42… with a
fixed n=0.05
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lations at the injector is the same as that near the upstream end of
the chamber and Linj representing the order of magnitude of the
displacement away from the velocity node. It is seen from the
figures that the equivalence-ratio fluctuations for the conical fame
do indeed provide a small amplification effect at the observed
frequency, and although the vortex-shedding effect is larger, its
potential frequency range is too high, unless Uc is taken to be
unreasonably small or d unreasonably large. The small wiggles of
the curve in Fig. 6 arise from interference of the amplification
effects of different parts of the conical flame.

Testing the predictions of different mechanisms against the
present experimental results serves to provide experience in ascer-
taining how useful the various models may be. Predictions of the
vortex-shedding model depend strongly on the shedding fre-
quency, which is seen from Eq. �35� to increase with increasing
velocity and with decreasing size of the elements from which the
shedding occurs. The shedding frequencies estimated here �as well
as for the experiments discussed later� are too high for this phe-
nomenon to be significant; they would correspond to a higher
mode of oscillations, for which damping effects would be stron-
ger, or they would operate only over a frequency range too narrow

to correspond to an acoustic mode. Even though there are uncer-
tainties in estimating sizes, very large elements would be needed
to reduce the frequencies into the range observed; yet, after oscil-
lation develops, vortex shedding may be involved in the limit
cycle. A general aspect of the predictions of all of the other
mechanisms is that the magnitude of the effect tends to increase
with increasing fuel-flow rate. This occurs because over the range
of equivalence ratios tested, the only parameter that varied signifi-
cantly with increasing fuel-flow rate was the heat release, ex-
pressed per unit mass of mixture through Qr in Eq. �39� and per
unit volume of mixture through q̄ in the other equations. The other
mechanisms are thus all consistent with the experimental obser-
vation that combustion oscillations occurred only at the higher
fuel-flow rates, provided that the mechanism does predict ampli-
fication rather than attenuation at the frequency of interest.

The tentative explanation of the experimental results is that
fluctuations of the equivalence ratio induced the oscillations
through the amplification seen in Fig. 6. In this same experimental
apparatus, tunable diode lasers were employed to detect oscilla-
tions in methane concentration at the injector outlet, and

Fig. 5 Growth-rate results obtained from Eqs. „39… and „45…

Fig. 6 Growth-rate results „zoomed in near 250 Hz… from effects of equivalence-ratio fluctuations,
as obtained from Eq. „45…
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equivalence-ratio fluctuations were established to exist �22�. There
is, however, some uncertainty as to whether they were sufficiently
large to drive the instability. The values of the parameters em-
ployed in using Eq. �45�, which correspond to n=2.94 in Eq. �44�,
are seen from Fig. 6 to provide growth times as long as a few
minutes, even though damping phenomena other than turbulent
dispersion were not taken into account. The experiences during
the experiment do not rule out growth times that long, and more-
over, uncertainties in values of parameters are large enough that
predicted growth times could be appreciably shorter.

This underscores the rough nature of the general approach pro-
posed here and the possibility that a priori predictions by this
method will be inconclusive, especially in marginal cases, which
therefore might best be avoided in design selections. An observa-
tion that can be made on the basis of the present theoretical work
is that in the present tests, if the experimental conditions had been
closer to lean blowout, then other parameters, such as the burning-
velocity variation in Eq. �33�, could have been larger, leading to
oscillations being associated with decreasing �rather than increas-
ing� fuel-flow rate, if complete blowout could be avoided.

Single-Injector High-Pressure Combustors. Since practical
gas turbines operate at elevated pressures, efforts were made to
study measurements made in experiments like those of the quartz
combustor but instead run at high pressures. An extensive pro-
gram of such measurements has been completed �23–25�. The
inside diameter of the cylindrical combustor, 7.8 in., was quite
close to that of the quartz combustor, and the preheated air was
supplied at 600°F. Chamber pressures in the tests ranged from
5 atm to 10 atm and equivalence ratios of the natural gas from
0.59 to 0.77. An adjustable exhaust plug allowed the fundamental
longitudinal frequency to be changed, but most results were ob-
tained with this frequency between about 200 Hz and 250 Hz,
comparable to that of the quartz combustor. The fuel and air en-
tered the combustor coaxially through an annular premixer with
swirl vanes and fuel spokes, having inner and outer diameters of
1.5 in. and 2.5 in., respectively. Because of the exhaust plug and
the characteristics of the premixer, a better approximation than
Eq. �15� to the fundamental acoustic field is

p��x,t� = p̃ cos��t�sin��x

2L
�

u��x,t� = �−
p̃

�̄c̄
�sin��t�cos��x

2L
� �63�

corresponding to a pressure node at the chamber entrance and a
velocity node at the chamber exit. This leads to modifications in
the formulas for �, for example, replacing cos���� by sin���� in
Eq. �11�.

The primary results of measurements that were reported in the
references were amplitudes and frequencies of pressure oscilla-
tions as functions of operating conditions. Extensive variations of
parameters were made, especially in the premixer configuration
and fuel-injection pattern. There are, however, a number of irregu-
larities in the results, such as the observation of different ampli-
tudes on different days, oscillations at apparently subacoustic fre-
quencies under certain conditions, and differences in effects of
equivalence ratios under different conditions, over the range of
equivalence ratios tested. Many of these irregularities are likely
attributable to nonlinearities that are not addressed in the present
analysis. Since no systematic effect of equivalence ratio or pres-
sure could be extracted from the results over the range tested, it is
assumed here that the results are representative of an average
condition, 7.5 atm, and an equivalence ratio of 0.65. The main
variable that clearly did affect the oscillation amplitude was the
mean velocity in the premixer. In general, amplitudes were large
at injection velocities of 40 m /s and below and �except at suba-
coustic frequencies� small at injection velocities of 50 m /s and
above. The task of the present analysis therefore is to develop an
interpretation for this effect of injection velocity.

Just as for the quartz combustor, it is assumed that high-
amplitude oscillations will develop only if the combustor with the
flame under nonoscillating conditions is linearly unstable. In this
experiment, however, independent information on the shape of
this flame is not available. It nevertheless seems reasonable to
assume a conical-flame shape, since swirl-stabilized flames often
are conical. This focuses attention on Eqs. �42� and �45�, although
it was also of interest to investigate predictions for distributed
reactions, such as Eq. �34�. The results for constant time lags, as
in Eq. �11�, etc., seem likely to be less relevant for this experi-
ment. The predictions from Eqs. �34� and �42� did not provide a
very good correspondence to the experimental results. The results
for Eq. �45�, however, are much more promising, as may be in-
ferred from Fig. 7 to be explained below. This figure was obtained

Fig. 7 Growth-rate results obtained from Eq. „45… „at a fixed pressure of
7.5 atm and equivalence ratio of 0.65… for the high-pressure experiments
as a function of injection velocity and frequency
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employing the values 4.8 cm for Linj=−xv, 0.65 for �, 20–70 m /s
for Uinj, 0.22–0.77 m /s for Uc, 10% of Uc for ū, 1.4�107 J /kg
for Qr, 2.5 cm for xf1, 17.0 cm for xf2, 4.5 cm for rf1, 10.3 cm for
rf2, and 3.5 cm for d, again with �inj positive and xinj=Linj. The
interaction index n was obtained from Eq. �30� by use of Eq. �33�,
in which the contribution to n from the laminar burning velocity
was 3.0, that from the heat release was 0.9, and that from the other
terms was negligible. The agreement to be now described is con-
sistent with the prevailing viewpoint that equivalence-ratio fluc-
tuations were responsible for the oscillatory combustion observed
in these experiments.

Figure 7 shows the amplification rate evaluated from Eq. �45�
in a plane of frequency and injection velocity. To aid in visualiz-
ing regions where amplification may occur, a plane is passed
through the three-dimensional figure at zero amplification rate,
and only regions above that plane are highlighted. In general,
there are mountain chains of amplification that peak at frequen-
cies, which increase with increasing injection velocities. This is
due to the decrease in the time lag �0 with increasing injection
velocity. At low injector velocities, the fundamental longitudinal
frequencies of the combustor fall within the second mountain
chain. This mountain chain passes to higher frequencies at an
injection velocity of about 50 m /s, which is where the large pres-
sure amplitudes are observed experimentally to disappear. This
calculation therefore provides a potential interpretation of the ex-
perimental observation. Explanations based on other previous
equations do not work as well. For example, the vortex-shedding
result of Eq. �39� gives amplification only for frequencies that
range from about 400 Hz at an injection velocity of 20 m /s to
about 1400 Hz at an injection velocity of 70 m /s, all much higher
than the observed frequencies. Stronger damping mechanisms at
these higher frequencies are likely to prevent oscillations from
occurring there. Of all of the present results, therefore, Eq. �45� is
most attractive for these experiments, as well as for the experi-
ments with the quartz combustor.

A Twelve-Injector, Atmospheric-Pressure, Annular
Combustor. To investigate more complex configurations, mea-
surements were made on an annular combustor having 12 devel-
opment premixed injectors, equally spaced around the annulus
and directed axially downstream. The combustor, which had an
effusion-cooled liner, operated at normal atmospheric pressure in
a test rig that had a 1 ft space, open to the laboratory, between the
combustor exit and the exhaust system that deflected the exhaust
gases upward. Although the setup, which has been used to test
various injector designs, was equipped with four rakes to collect
temperature profiles at four different angles across the open area
and a video camera facing forward to view the flame, the primary
data were obtained from 12 pressure transducers, one mounted on
each injector, and from visual observation of the flame, which
could be seen by peering upstream at an angle through the open
area. The piezoelectric transducers, dynamic data from which
were acquired by an Alta-Solutions Spectra-Shield box, were
mounted in tees off the spuds of the pilot fuel line, seen schemati-
cally in Fig. 8. The transducers were connected to 50 ft copper
coils in efforts to minimize acoustic interference.

The annular combustor was 0.38 m in length, 0.26 m in inner
radius, and 0.34 m in outer radius. Each injector, of outer diameter
0.1 m and shown schematically in Fig. 8, had ten swirl vanes
equipped with six fuel-injection holes each, an inner radius of
0.40 m, and an axial distance of 0.05 m between the fuel-injection
point and the injector’s interface with the combustion chamber.

The flow rates were selected to keep the equivalence ratio close
to 0.63, where oscillations could be observed. The airflow rate,
through a preheater providing air at 283°F, was fixed at 3.07 lb /s.
The fuel flow was varied between 140 lb /h and 199 lb /h, with
oscillations observed to occur near 194 lb /h, the values for which
data are addressed here. Pilot flow rates from about 2% to 10%
were explored, and oscillations were observed at the lower pilot

flow rates, 2%–4%, as expected. Measurements were made at 4%
pilot flow rates, for which representative pressure amplitudes are
shown in Fig. 9. The dominant frequency observed, 250 Hz, is
consistent with a first fundamental circumferential mode, calcu-
lated from c̄ / �2�R� �where R is the arithmetic mean of the radius
of the annulus and c̄=826 m /s� to be 247 Hz.

Relative amplitudes and phases of the 12 different pressure sig-
nals were obtained from SPECTRA SHIELD software in typically ten
snapshots recorded at 3 Hz. The phase results, within the accuracy
of the measurements, were consistent with an assumption that the
combustor experienced a standing circumferential wave; there
were very few variations of relative phases between different
snapshots for most transducers, and indicated that phase differ-
ences were small, most within 20 deg and all within 70 deg; these
differences corresponding to time differences on the order of 1 ms
and likely attributable to small differences in acoustic path lengths
and time synchronization for different transducers. The relative
amplitude data, shown in Fig. 10, are also consistent with the
standing fundamental circumferential wave �shown by a curve in
the figure�, within the accuracy of the data. In this figure, the
angle �=0 has been adjusted to coincide with the location of the
torch employed for ignition, the presence of which may anchor
the velocity node.

For the assumed mode, from Eq. �5�, the acoustic field is given
by

p���,t� = p̃ cos��t�cos���
�64�

u���,t� =
p̃

�̄c̄
sin��t�sin���

where u� is now the component of velocity in the � direction. To
estimate amplification, the flame-shape approximations that led to
Eq. �46� are adopted. Visual observation suggested that the flame
shape may best be approximated by solid cones, but within the

Fig. 8 A schematic of the development injector used in the
experiments

Fig. 9 Dynamic pressure measurements during oscillation for
an annular combustor at atmospheric-pressure conditions
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accuracy of the present crude approach, differences from the as-
sumed hollow cylindrical shape are not likely to affect predictions
substantially. Consideration of possible amplification mechanisms
led to the belief that, just as in the previous two types of experi-
ments, mixture-ratio variations seemed likely to contribute the
main source. With this in mind, a velocity-sensitive model was
addressed for which

q� = n
�q̄

c̄ 
�=1

N

u����,t − ����r� − rf�
L�Ro − Ri�

Nrf
�65�

Although u� here is the acoustic velocity in the circumferential
direction, it is assumed that this same velocity is transmitted lo-
cally to the axial flow in the injector, thereby generating the
equivalence-ratio oscillations. Axial velocity fluctuations at twice
this frequency may also be expected, but for the standing wave,
there should also be a contribution at this fundamental frequency.
An efficiency of transmission at the fundamental, can however, be
introduced, for example, by including an additional factor less
than unity in n.

Rather than working with an explicit formula such as Eq. �48�,
a numerical integration of Eq. �7� was performed utilizing the
expressions obtained in Eqs. �64� and �65� with the time-lag ex-
pression in Eq. �10�, and employing the values 5 cm for Linj=
−xv, 0.63 for �, 22.8 m /s for Uinj, 8.5 m /s for Uc, 10% of Uc for
ū, 2.407�107 J /kg for Qr, 1.8 cm for xf1, 13.2 cm for xf2, 3.8 cm

for rf1, and 33.5 cm for rf2. The interaction index n was obtained
from Eq. �30� by use of Eq. �33�, in which the contribution to n
from the laminar burning velocity was 2.9, that from the heat
release was 0.95, and that from the other terms was negligible. In
the numerical integration, besides these equivalence-ratio fluctua-
tions, effects of vortex shedding, wall damping, and damping due
to the perforated-wall lining were taken into account, using data
given in the Appendix. The results for the growth rate, shown in
Fig. 11, indicate a possible instability peaking around the combus-
tion chamber’s fundamental frequency of 250 Hz. The vortex-
shedding frequency was found to be around 915 Hz and had only
a small impact on the overall growth rate, while the liner and wall
damping had a larger effect and were mainly responsible for the
negative slope shown in the figure at the higher frequencies. Fig-
ure 11 therefore is consistent with most of the amplification at the
fundamental frequency being due to the equivalence-ratio
fluctuations.

Other modes in this combustor are at higher frequencies and
generally would be predicted to be stable according to Fig. 11. For
example, the frequency of the first standing axial-mode frequency
is estimated from c̄ / �2L� to be 1094 Hz, which is beyond the
range of positive amplification. Since the liner was designed only
for cooling, not for acoustic attenuation, a modified liner design
may have eliminated the oscillation at the fundamental azimuthal
frequency.

A Twelve-Injector, High-Pressure, Annular-Combustor
Engine. To investigate the effect of high pressure in a multiple-
injector, annular configuration, an actual engine with development
injectors was tested. The platform chosen was the Solar Turbines
Taurus-70 �a 7.5 MW package�. The engine test is an extension of
the previous atmospheric annular test in that it uses the same set
of injectors and a similar liner, but it operates at a higher pressure.
The engine has a 14-stage axial compressor �instead of preheated
air� and a few components downstream �turbine and exhaust�, all
of which might have had a contribution to the overall recorded
oscillation and thereby introduce added uncertainty in estimates.
The experiment, however, does serve to illustrate application of
the approach in a practical engine environment.

The instrumentation, similar to that adopted for the annular
atmospheric rig, used dynamic pressure sensors mounted as be-
fore on the pilot fuel line to monitor oscillations. In this test, there
were 13 dynamic pressure sensors, an extra one having been

Fig. 10 Measured relative pressure amplitudes as functions of
circumferential angle

Fig. 11 Growth-rate predictions for the atmospheric-pressure, annular
combustor
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mounted on the torch to give phase information with respect to the
torch. Dynamic pressure data were collected using the same in-
strumentation described previously.

The flow rates tested were adjusted to keep the equivalence
ratio between 0.60 and 0.72, where oscillations could be observed.
The air flow rate was fixed at 54 lb /s, with a compressor outlet
pressure between 160 psi and 240 psi, and the fuel flow was var-
ied between 1800 lb /h and 3500 lb /h, with the dominant oscilla-
tions observed to arise near 3400 lb /h. This is consistent with the
predictions, indicated earlier, that amplification rates are largest at
the highest heat-release rates. Pilot flow rates from about 2% to
10% were explored, and oscillations were observed at the lower
pilot flow rates, 2%–4%, just as with the atmospheric rig. Mea-
surements were made at 4% pilot flow rates, for which represen-
tative pressure amplitudes are shown in Fig. 12, where the domi-
nant frequency, seen to be about 387 Hz, is consistent with a first
mixed �axial/circumferential� mode.

This oscillation, at a frequency on the order of 400 Hz, occur-
ring at full load and low pilot percentage, was the highest-
intensity oscillation observed under any conditions. To map out
the instability characteristics further, measurements were also
made at idle, 50% load and 75% load, with variable pilot percent-
ages, and under different conditions, there were indications of
low-frequency oscillations �rumble at �37 Hz�, of oscillations at
a midrange frequency �200 Hz�, and of a low-amplitude high-
frequency instability �screech at �1050 Hz�, but all of these were
much less intense than the 400 Hz oscillation, which occurred at
both 75% and full load. Unlike in the atmospheric rig, there was

no indication of a purely circumferential mode, at a frequency on
the order of 250 Hz, possibly because of damping influence of the
guide vanes at the entrance to the turbine in the engine, which
would tend to impede circumferential motion. In the present work,
therefore, attention was focused on the first mixed mode, the pres-
ence of which was consistent with observed irregular and variable
phase relations between signals from the different pressure sen-
sors and with corresponding relative amplitude results. With so
many rotating parts, namely, compressor, turbine, generator �fixed
at 60 Hz�, etc., it is difficult to isolate the combustion-related os-
cillations. A mixed mode, standing axially but rotating circumfer-
entially, therefore finally was assumed for purposes of comparison
with predictions.

In modeling the engine, the boundary conditions for the
combustor-premixer assembly were assumed to provide a pressure
node at the injector and a velocity node at the combustor exit
�taken at the inlet guide vane to the turbine�, where the flow is
assumed to approach choked conditions. Equation �5� for the first
mixed mode then simplifies to

p��x,�,t� = p̃ cos��t�sin��x

2L
�cos���

�66�

u��x,�,t� = �−
p̃

�̄c̄
�sin��t�cos��x

2L
�cos���

with u� again representing the circumferential component, which
is proportional to the axial component. Numerical integration of
Eq. �7�, utilizing expressions obtained in Eqs. �65� and �66� with
the time-lag expression in Eq. �10�, and employing 0.63 for �,
89 m /s for Uinj, 2.1 m /s for Uc, 10% of Uc for ū, 2.407
�107 J /kg for Qr, and the same dimensions as those used for the
annular atmospheric rig, gives the results shown in Fig. 13. The
interaction index n was obtained from Eq. �30� by use of Eq. �33�,
in which the contribution to n from the laminar burning velocity
was 2.9, that from the heat release was 0.95, and other terms were
negligible, just as for the atmospheric rig. In the numerical inte-
gration, besides these equivalence-ratio fluctuations, effects of
vortex shedding, wall damping, and damping due to the
perforated-wall lining were taken into account, using the data
given in the Appendix. The results for the growth rate, shown in
Fig. 13, indicate a possible instability around the frequency of the
first mixed mode of the combustion chamber, about 400 Hz. The
vortex-shedding frequency was found to be much higher �over
1500 Hz� and had a small impact on the overall growth rate. Fig-
ure 13 therefore is consistent with most of the amplification being
due to the equivalence-ratio fluctuations, just as in the other

Fig. 12 Dynamic pressure spectrum obtained during oscilla-
tion on a Taurus-70 engine test „full load, 4% pilot flow, and
primary zone at 2853°F…

Fig. 13 Predicted growth-rate results for the annular high-pressure en-
gine test
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experiments.
Except for the difference in the acoustic mode, the preceding

model for the engine is quite similar to that for the atmospheric
rig. There are, however, significantly greater uncertainties in the
modeling results for the engine. The amplification rate at 400 Hz,
seen in Fig. 13, is small, comparable with that found in the atmo-
spheric rig. Moreover, much higher amplification rates are seen to
be predicted at higher frequencies, and it is unlikely that the in-
creased damping for these higher acoustic modes can be large
enough to offset the large predicted increase in amplification.
Even the vortex-shedding mechanism, with a frequency above
1500 Hz, might be thought to result in screech amplitude in ex-
cess of the observed oscillation at 387 Hz. One aspect of Fig. 13
that may be considered favorable is the predicted attenuation at
250 Hz, which makes it unnecessary to appeal to extraneous fac-
tors such as guide vanes for eliminating the fundamental circum-
ferential mode. This difference from results shown in Fig. 11 for
the atmospheric rig is a consequence of the different mode, in-
cluding now an axial component and also a traveling rather than
standing circumferential component. Another criticism of these
predictions is that, with a traveling circumferential component
�perhaps in the direction of rotor rotation�, it is less likely that
velocity fluctuations at this frequency can be transferred effi-
ciently to the axial-component fluctuations in the injectors, needed
to generate equivalence-ratio fluctuations; double-frequency oscil-
lations in the axial velocities in the injectors may be expected to
be more pronounced, calling into question Eq. �65�. Equivalence-
ratio fluctuations may well be the driver of the instability, but the
mode shape assumed in Eq. �66� may be incorrect, the phase
information from the pressure transducers being inconclusive.
There may, for example, be a standing circumferential component
that helps drive the equivalence-ratio oscillations. Even without
this, however, the axial component can generate axial velocity
fluctuations in the injectors, leading again to Eq. �65�, given the
same types of assumptions that were employed in its derivation.
The main advantage of Eq. �66� is that its associated natural os-
cillation frequency is close to the observed frequency, but there
are other possible mode shapes with this frequency that would
modify Fig. 13. These observations underscore the importance of
investigating all possible mode shapes, in general, in applying the
approach developed here during design investigations.

Conclusions
The paper presents a simplified approach in analyzing

combustion-driven acoustic oscillations in premixed gas-turbine
combustors. The method works by examining the acoustic energy
content in a control volume of interest �usually an injector/
combustor assembly�. It identifies some of the physical mecha-
nisms that contribute to the growth and decay of acoustic energy
within the combustion volume, calculates growth/attenuation rates
for the described mechanisms, and thus predicts whether the com-
bustion system will experience oscillations. The approach, as de-
scribed, is linear and utilizes linear approximations when nonlin-
ear events are encountered.

Simplified models for equivalence-ratio fluctuations �including
turbulent dissipation� and vortex shedding were developed, along
with other models. Results from the first of these models �namely,
that for equivalence-ratio fluctuations� were shown to compare
reasonably well with experimental results obtained from a single-
injector quartz combustor operating at atmospheric conditions as
well as from a single-injector high-pressure combustors. It was
found to be possible to use this same mechanism to rationalize
results obtained from experiments on a 12-injector, annular,
atmospheric-pressure rig. Measurements made on an engine with
this same combustor configuration were, however, less conclu-
sive, although they could be consistent with the same mechanism.
A stability-index chart, based on Eq. �6�, for all three experiments
performed in connection with the present work is shown in Fig.
14. The figure illustrates the strong tendency for oscillations to
occur in the 12-injector, atmospheric rig at frequencies between
120 Hz and 500 Hz and indicates a comparatively marginal insta-
bility range for the quartz combustor under the experimental con-
ditions. Higher fuel-flow rates would have increased the strength
of and range of predicted instability for the quartz combustor,
while modified liner designs may have reduced the potential in-
stability for the atmospheric rig �as well as for the engine�.

All of the tests of the approach that were reported here involved
efforts to explain, after the fact, what was observed experimen-
tally. This would not be possible in using the approach as a design
tool. In design, it would be necessary to identify all of the possible
acoustic frequencies and acoustic-mode shapes in the combustion
chamber, and for each of these to address each of the amplification

Fig. 14 Predicted stability results for the three performed experiments „1–500 Hz…
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and damping mechanisms, to determine from Eq. �6� whether os-
cillation is predicted to occur. This entails appreciable effort and
also involves significant uncertainties. The nature of the uncertain-
ties has been illustrated in the four different applications to ex-
periments reported here. Not only do dimensions and operating
conditions need to be estimated but also expected flame shapes
need to be hypothesized. As a result, there are likely to be signifi-
cant ranges of uncertainties in the predictions, and value judg-
ments will need to be made. Similar kinds of uncertainties arise in
early applications �6,7� of the Galerkin approach, where the accu-
racy of the mode description as well as the chosen model for the
heat-release perturbations affect the predictions to a great extent.
While the Galerkin method works by identifying a set of acoustic
modes then following their growth or decay by marching in time,
the current approach is simpler, in that the mode shapes are ap-
proximated in a less complicated fashion, and predictions are
made only for a growth rate, which does not involve integrating
numerically in time. This makes the calculations simpler and less
expensive.

The main advantage of the approach is that, beyond helping to
increase the understanding of specific aspects of the types of os-
cillations that may occur, each individual calculation can be per-
formed much more quickly and less expensively than calculations
requiring CFD or other numerically demanding approaches. Since
there are also uncertainties in other methods of prediction, the
method proposed could find a useful place alongside other tools
used in premixed gas-turbine combustor design.
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Appendix
The values used to calculate the damping rate by the perforated-

wall liner are as follows: Chamber properties and liner dimen-
sions:

• the annular combustor was 0.38 m long
• inner radius of the combustor was 0.26 m
• outer radius of the combustor was 0.34 m
• Mean temperature of 1273°K calculated from the tempera-

ture of the fresh reactants and the adiabatic flame
temperature

Perforated-wall holes were of two types:

�1� radius 0.0013 m spaced at 0.0219 m apart
�2� radius 0.0020 m spaced at 0.0585 m apart

Both sets of holes were 0.01 m from the backing wall.
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Autoignition of Hydrogen and Air
Inside a Continuous Flow Reactor
With Application to Lean
Premixed Combustion
With the need to reduce carbon emissions such as CO2, hydrogen is being examined as
potential “clean” fuel for the future. One potential strategy is lean premixed combustion,
where the fuel and air are allowed to mix upstream before entering the combustor, which
has been proven to curb NOx formation in natural gas fired engines. However, premixing
hydrogen and air may increase the risk of autoignition before the combustor, resulting in
serious engine damage. A flow reactor was set up to test the ignition delay time of
hydrogen and air at temperatures relevant to gas turbine engine operations to determine
maximum possible mixing times. The results were then compared to past experimental
work and current computer simulations. The current study observed that ignition is very
sensitive to the initial conditions. The ignition delay times follow the same general trend
as seen in previous flow reactor studies: ignition within hundreds of milliseconds and
relatively low activation energy. An experimentally derived correlation by Peschke and
Spadaccini (1985, “Determination of Autoignition and Flame Speed Characteristics of
Coal Gases Having Medium Heating Values,” Research Project No. 2357-1, Report No.
AP-4291) appears to best predict the observed ignition delay times. Homogenous gas
phase kinetics simulations do not appear to describe ignition well in these intermediate
temperatures. Therefore, at the moment, only the current empirical correlations should be
used in predicting ignition delay at engine conditions for use in the design of gas turbine
premixers. Additionally, fairly large safety factors should still be considered for any
design to reduce any chance of autoignition within the premixer.
�DOI: 10.1115/1.2939007�

Introduction

With the need to reduce carbon emissions such as CO2, hydro-
gen is being examined as potential “clean” fuel for the future.
Hydrogen has been employed in the past as a rocket fuel, yet
relatively little work has been done to determine the suitability of
the fuel for gas turbine applications. However, the potential use of
hydrogen produced from gasification for gas turbines in an “inte-
grated gasification combined cycle �IGCC�” has led to an increase
in interest. Although examples of gas turbines operating on hydro-
gen �or high hydrogen content fuels such as syngas� are found in
the literature �1,2�, current IGCC developments require extremely
low NOx emission levels. As a result, for hydrogen fired gas tur-
bine applications in the future �3�, low emission strategies must be
considered. However, hydrogen poses a greater challenge than
hydrocarbon fuels for a number of reasons �4–7�. Natural gas fired
gas turbines have successfully adopted lean premixed combustion
as a key enabler for ultralow emission levels, which leads one to
ask if such engines could be converted for hydrogen use. In a lean
premixed combustor, fuel and air are allowed to mix upstream
before entering the combustor. This is desirable, as an overall lean
mixture will have a lower flame temperature, which inhibits NOx
formation, and by premixing the fuel and air, this eliminates any
“pockets” of high fuel concentration, which could burn at higher
temperatures. It is essential to know the maximum allowable mix-
ing time �which will be less than the ignition delay time� for the
fuel and air at the pressures and temperatures typically observed
inside premixers in order to avoid autoignition and engine dam-
age.

Typical inlet temperatures lie in an intermediate temperature
range �600–950 K� and pressures from 4 atm to 30 atm. Re-
cently, a number of papers have reported ignition delay times for
both syngas/air and hydrogen/air at these elevated temperatures
and pressures, along with explanations for the observed ignition
delay times �8–10�. There is a considerable difference between
observed results using various experimental techniques and mod-
els using simple homogenous reactor systems and current chemi-
cal mechanisms. This discrepancy poses a challenge to engineers
designing premixers because a reliable way of predicting the ig-
nition delay time for hydrogen fueled systems under realistic en-
gine conditions is not yet available and is the subject of this study.

In this paper, results and observations from the experiments
performed in a high pressure continuous flow reactor, which try to
simulate the conditions inside gas turbine premixers, are presented
and compared with other autoignition experiments using different
test apparatuses. It is hoped that these results will shed further
light on this issue of autoignition along with insight and sugges-
tions on engine premixer design.

Background
The gas phase oxidation of hydrogen with either oxygen or air

is probably the most intensely studied and well-understood reac-
tant systems. A number of investigators have measured ignition
delay times of hydrogen/oxygen or air systems at intermediate
temperatures in shock tube devices �11–18�, while others have
used flow reactors that better simulate the conditions seen inside a
gas turbine premixer. For instance, Peschke and Spadaccini �19�
used a continuous flow reactor with undiluted syngas fuel
�H2 /CO /CO2� with varying mole fractions of H2 and H2O to
determine ignition delay times at temperatures between 630 K and
780 K and pressures from 12 atm to 23 atm. This work concluded
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that the ignition delay time is nearly independent of the CO or
CO2 concentration, indicating that the ignition properties of syn-
gas are dominated by hydrogen kinetics. As a result, the measured
syngas ignition delay results are comparable with hydrogen/air
results.

Table 1 lists a number of experimentally derived correlations
for ignition delay from a number of investigators in the tempera-
ture range between 630 K and 1000 K �17,19,20�. These correla-
tions are for hydrogen/air, syngas/air, or hydrogen/oxygen systems
autoigniting in various devices: shock tube, continuous flow reac-
tor, and shock-heated flow apparatus. A comparison of these cor-
relations along with experimental results is presented in Fig. 1.
The points represent experimental data, while the lines represent
empirically derived correlations from past investigators. The lines
are plotted in the temperature range under which they are valid.
Peschke and Spadaccini’s correlation was for a mixture at 15 atm,
Walker’s was for a mixture at 5 atm, and Steinberg and Kaskan’s
was for 10 atm. It is interesting how each device and temperature
range can give such drastically different results both in magnitude
of ignition delay time and in activation energy �slope�. For an
engineer to know which correlation to use and its accuracy for
predicting autoignition in a specific premixer may not be a
straightforward task.

In addition to autoignition tests of hydrogen/air mixtures, spe-
cies and temperature profiles of the “post-induction” region �after
the initial mixing and induction period� in homogenous gas phase
reactions were studied in flow reactors as far back as Glassman
and Sawyer �21�. Experiments were performed in plug flow reac-
tors under highly diluted conditions with special wall materials
�quartz or silica� along with large diameters to reduce wall effects
and spatial gradients. Dryer and co-workers continued these plug
flow reactor experiments over the past few decades, which re-

sulted in a number of popular mechanisms for the oxidation of
hydrogen, with their more recent revision being published in 2007
�22�. None of these studies tried to quantify the induction time �or
ignition delay time� because results obtained from flow reactors
are very sensitive to mixing and other perturbations �23�.

Of all the existing data on ignition and kinetics of hydrogen/air
systems, the autoignition study by Peschke and Spadaccini per-
formed in a turbulent flow reactor best represents the conditions
inside gas turbine premixers and is hence likely to simulate igni-
tion in a premixer most accurately. Because their results do not
match closely with other autoignition studies �perhaps due to ex-
perimental techniques�, it is desirable to reproduce their results
with a similar device. Additionally, experiments conducted out-
side the validation range will allow one to estimate the accuracies
of the correlations when extrapolated out to new temperatures,
pressures, and equivalence ratios.

As a result, the two objectives of this paper are �1� to present
recent experimental work on autoignition in a similar device to
that used previously and �2� to compare these results to an exten-
sive literature review for autoignition of hydrogen/air mixtures in
order to advise on the suitability of hydrogen as a fuel in a pre-
mixed engine configuration.

Approach
Because different techniques appear to give varying results, it is

desirable to use an apparatus that would closely simulate the con-
dition inside a premixer, so that the results obtained could be
confidently applied to a premixer. Therefore, a continuous flow
reactor is used in the current study. This type of a device has the
following features: isobaric, turbulent, and subsonic, with wall or
boundary layer effects possible. The current flow reactor used can
experimentally determine ignition delay times for flowing hydro-
gen air mixtures at intermediate temperatures �600–900 K� and
elevated pressures �4–7 atm�. Unfortunately, facility limitations
prevented testing at pressures above 7 atm where many gas tur-
bine premixers operate.

Experiment
The test procedure and vessel in the current study have been

described in detail in past reports �24,25�. However, a brief sum-
mary is presented here as well. The device used in the current
study is a stainless steel flow reactor like the one used by Peschke
and Spadaccini �19� during their syngas/air ignition experiments.
Lefebvre et al. �26� also used a similar flow reactor in the past to
measure the ignition delay times of hydrocarbon fuels. A sche-
matic is shown in Fig. 2. The flow reactor produces a fully devel-
oped turbulent flow of preheated air �Re�30,000–150,000� in
which the fuel is injected. A 72 kW electric heater is used to raise
air temperatures between 700 K and 950 K. Similarly, fuel is pre-
heated to any temperature from room temperature to 600 K using
a smaller inline heater.

Table 1 Experimentally derived correlation of ignition delay for undiluted hydrogen/air, syngas/air, and hydrogen/oxygen at
intermediate temperatures. Concentrations are in terms of mol/cc for Peschke’s correlation and mol/l for Walker’s corrrelations,
and temperature is in kelvin for all four.

Author Mixture Method Correlation T �K� P �atm� �

Peschke and Spadaccini Syngas/air Continuous flow reactor � �s� · �O2�0.5�F�0.25=1.29�10−7 exp�3985 /T� 630–780 12.5–23 0.3–0.6

Walker Hydrogen/air Shock heated flow
log10�O2� ·� �s�=−6.016+

1604

4.58T

550–850 6.5–20 1

Walker Hydrogen/air Shock tube reflected shock
log10�O2� ·� �s�=−12.683+

30,419

4.58T

765–1160 1.15–19 1

Steinberg and Kaskan Hydrogen/oxygen Shock tube reflected shock � ��s�=3.4�10−4 exp�11,000 /T� 775–930 7.5–25 1

Fig. 1 Comparison of current data with past ignition delay
studies
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The air enters a venturi nozzle after a flow conditioner. At the
throat, the fuel is injected perpendicular to the flow from a series
of small orifices aiming radially inward. The injector was de-
signed to produce rapid mixing �within 140 mm downstream of
injection�. The mixture then proceeds down a 38.1 mm inner di-
ameter smooth steel pipe. The test section length is 3.8 m. Clam-
shell heaters and aluminum silica insulation blankets surround the
first 3.1 m of the test section in order to approximate a near adi-
batic condition. The latter part �where optical and temperature
equipment is located� is surrounded by only insulation blankets,
resulting in a small loss of heat �temperature drop over this sec-
tion is normally �15 K�. However, the measurement error of the
ignition delay due to this drop should be fairly small.

One key difference between the current flow reactor and those
used previously is that in the current reactor the walls are main-
tained at the same temperature as the flowing air, while in the flow
reactor of Peschke and Spadaccini the reactor walls were cooled
with water to quench any ignition originating in the boundary
layer. As real premixers will not have cooled walls, the current
device was designed without water cooled walls.

Monitoring the reaction within the vessel is a Hamamatsu
R106UH photomultiplier tube �PMT� mounted at the end of the
test section looking axially down the vessel and monitors all light
in the visible spectrum. If any reaction occurs, resulting in chemi-
luminescence, the PMT will detect this and send a signal to a
computer. In addition to the PMT, a number of Omega® type-K
thermocouples are mounted near the end of the test section to
confirm ignition from a rise in temperature.

An analysis of the flow field within the test section was con-
ducted in previous studies. Computational fluid dynamics �CFD�
modeling of the fuel injector and mixing was performed by Chen
et al. �24� and was confirmed through measurements using a flame
ionization detector �FID� device and other diagnostic procedures.
The velocity profile �Fig. 3� and FID tests �Fig. 4� were repeated
under cold flow conditions prior to these tests to confirm the pre-
vious measurements. FID measurements were performed by in-
jecting a dilute propane/nitrogen mixture through the venturi and
measuring the concentration downstream. Results showed only a
2% variation in concentration along the profile of the pipe; how-
ever, fuel concentration was slightly higher near the walls.

The traditional procedure for determining ignition delay times
in the studies of Peschke and Spadaccini �19� and also Lefebvre et
al. �26� was as follows: The residence time of the fuel and air
would be adjusted within the test section �based on flow rates� to
a desired value. This was followed by incrementally raising the
temperature of the mixture until ignition occurred within the test

section. The ignition delay time for the temperature at which the
mixture autoignited was then estimated to be that of the bulk
residence time of the flow within the test section

As mentioned previously, the works of both Sawyer and Dryer
have caution against trying to find precise induction or ignition
delay times based solely on the bulk residence time because of the
sensitivity of the flow to small perturbations. With this in mind,

Fig. 2 Schematic of the continuous flow reactor

Fig. 3 Velocity profile in the test section during cold flow test.
Reynolds number�125,000.

Fig. 4 Fuel concentration profile in the test section during the
FID test
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the current study has adopted two independent methods for deter-
mining delay time to study this potential problem.

First, the traditional approach used in the previous flow reactor
studies was implemented. Here, the residence time pressure and
temperature were set to a desired value, and fuel was injected until
a steady state condition was achieved. If ignition occurred, the
ignition delay was estimated to be roughly equal to the residence
time. By performing multiple tests over a range of conditions, the
ignition delay time for this pressure/temperature region could be
mapped.

In the second method, the difference in time between when fuel
enters the vessel and when ignition occurs as detected by the PMT
was measured and estimated to be the ignition delay. This method
has been used successfully for measuring ignition delay times for
aviation fuels and ethylene with air �27,28�. The benefits of this
method include the fact that it eliminates the need to know the
conditions of the flow inside the vessel to calculate the delay time.

However, it suffers from some ambiguity associated with finding
the exact instance fuel enters the vessel because of the small time
it takes the fuel to travel from the fuel valve to the injector ports.
Nonetheless, comparing these two independent techniques can
provide some insight relative to the concerns raised in the past
about the residence time method.

Results
Tests were conducted over a series of several weeks. The results

of each test are shown in Table 2. The points where ignition oc-
curred are plotted against previous studies and their derived cor-
relations in Table 1. The fuel used in this study was hydrogen,
which was undiluted and mixed with air at an equivalence ratio
between 0.2 and 0.6. The range of mixture temperatures is
700–800 K with pressures of 5–7 atm.

Table 2 Results of the current study for hydrogen/air ignition

Test
Pressure

�atm�
Air
�K�

Fuel
�K� �

T mix
�K�

1000 /T
�1/K�

Residence time
�ms� Ignition

1 5.8 801 301 0.28 753 1.33 192 Yes
2 5.8 804 301 0.28 7563 1.32 190 Yes
3 5.8 807 301 0.28 747 1.34 189 No
4 5.8 808 301 0.28 748 1.34 189 No
5 5.8 798 341 0.28 745 1.34 190 No
6 5.8 800 452 0.28 755 1.32 187 No
7 5.8 803 451 0.37 745 1.34 183 No
8 5.8 825 478 0.37 780 1.28 178 Yes
9 6.0 830 477 0.32 771 1.30 183 No

10 5.6 832 477 0.28 784 1.28 174 No
11 5.7 833 477 0.29 786 1.27 180 No
12 5.7 834 477 0.45 781 1.28 168 Yes
13 5.7 835 477 0.45 764 1.31 172 No
14 5.7 837 505 0.45 769 1.30 171 No
15 5.7 836 505 0.45 769 1.30 171 No
16 5.8 837 505 0.28 805 1.24 179 Yes
17 5.8 838 505 0.28 807 1.24 178 Yes
18 5.8 837 505 0.28 795 1.26 178 No
19 5.8 838 505 0.14 810 1.23 184 No
20 5.8 838 509 0.45 786 1.27 168 Yes
21 5.8 845 508 0.45 792 1.26 167 Yes
22 5.1 809 300 0.33 744 1.34 155 No
23 5.1 808 300 0.33 755 1.32 155 No
24 5.1 812 300 0.33 762 1.31 153 No
25 5.3 802 300 0.33 768 1.30 161 No
26 5.3 807 300 0.33 772 1.30 161 No
27 5.3 809 300 0.40 783 1.28 132 No
28 5.3 811 300 0.40 783 1.28 132 No
29 5.1 781 300 0.33 777 1.29 111 No
30 5.1 779 300 0.33 777 1.29 111 No
31 5.1 721 300 0.27 747 1.34 92 No
32 5.1 672 300 0.24 714 1.40 92 No
33 5.1 668 300 0.24 711 1.41 92 No
34 5.1 669 300 0.27 710 1.41 90 No
35 5.3 699 300 0.28 730 1.37 413 No
36 5.4 699 300 0.28 730 1.37 413 No
37 5.5 699 300 0.28 730 1.37 413 No
38 5.5 699 300 0.28 730 1.37 413 No
39 5.1 755 300 0.46 779 1.28 383 No
40 5.2 794 300 0.46 721 1.39 364 No
41 5.4 811 300 0.46 735 1.36 356 No
42 5.1 819 300 0.28 769 1.30 353 No
43 5.1 824 300 0.28 773 1.29 390 No
44 5.2 824 300 0.46 738 1.36 390 No
45 5.1 826 300 0.52 771 1.30 389 No
46 6.1 827 300 0.31 772 1.30 454 No
47 6.4 832 300 0.31 778 1.29 451 Yes
48 6.4 832 300 0.31 796 1.26 450 No
49 6.4 834 300 0.20 748 1.34 451 No
50 6.4 834 300 0.52 777 1.29 452 No
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One observation made during the testing was that the ignition
tendency of the mixture was highly sensitive to the testing condi-
tions. To illustrate this sensitivity, Fig. 5 plots all the points where
tests were conducted and classifies the nature of the ignition
event. In these tests, the air flow was set to a specified residence
time, pressure, and temperature, and fuel was injected and the
system was left to obtain a steady state. In some cases, a full
ignition was observed while others only showed a small tempera-
ture rise or no rise at all. Full ignition �temperature rise of several
hundred degrees� only occurred at higher temperatures but was
rather sporadic, occurring only roughly one-half of the time within
the time scale of the measurement. Details of the tests are pro-
vided in Table 2. To give an example of the sporadic ignition
behavior, at residence time of 180 ms, ignition was seen as low as
750 K. However, for another run at 795 K with the same resi-
dence time, ignition did not occur. Further, when the flow rate was
reduced to allow a residence time of nearly 400 ms, it would be
expected to see ignition at a lower temperature compared to pre-
vious tests. However, ignition was not observed until 780 K. This
observation suggests that perhaps the aerodynamics of the flow
affects the delay time, either through mixing, turbulence levels, or
effects in the boundary layer. Such effects have not been quanti-
fied yet in this or any previous study, which leads to interest in
further investigations.

Uncertainties in estimating the residence times based of the
bulk flow rate is in the range of 15% based on comparison from
pitot tube measurements performed under cold flow conditions.
Further investigation is being conducted at this time on the diffu-
sion of fuel with respect to convective flow rates. Additionally,
any uncertainties in timing the ignition delay from the PMT pri-
marily lie in measuring the time at which fuel injection takes
place. The estimated uncertainty in this has been studied and es-
timated to be around �20 ms. The tests to compare the two meth-
ods were done at fairly low temperatures and slow flow rates
�longer ignition delay times� to minimize the effects of these un-
certainties on the results. During one test, for example, the esi-
dence time method estimated an ignition delay of 400 ms, while
the PMT estimated a delay of 600 ms. A possible explanation for
this significant difference would be that the mixture may be ignit-
ing in a region where local flow has a longer residence time than
the bulk flow �in an eddy or boundary layer perhaps�. Overall, this
suggests that measuring ignition based only on the residence time
may only have limited precision. However, because of the log
scale presentation of the results, both methods give comparable
results when given the variation found in the literature, as shown
in Table 1 and Fig. 2.

Finally, the uncertainty of the temperature in the test section is

estimated to be �20 K based on the variation �both axially and
radially� in the test section due to heat loss to the walls during
normal operating conditions.

Despite the inconsistencies observed in the nature of the igni-
tion events at lower temperatures, the current results appear to
follow the same general trend observed by Peschke and Spadac-
cini �19�. Generally, higher pressures and higher temperatures
both result in shorter ignition delay times. Additionally, the over-
all activating energy �given by the slope� is rather small. When
Peschke and Spadaccini’s correlation is applied to the lower pres-
sure �but similar temperatures range� in the current study, as seen
in Fig. 6, it appears that the correlation predicts a shorter delay
time by roughly a factor of 2. Additionally, in the current study,
ignition was never seen below 750 K, while Peschke and Spadac-
cini observed ignition down to 660 K under similar time scales.
The differences in the results might be attributed to the slightly
different designs of the two flow reactors. However, further inves-
tigation is still warranted.

One interesting observation made in this study was that at tem-
peratures just shy of a full ignition event, the temperature increase
at the walls, based on thermocouple readings, was much higher
than at the axis of the flow reactor �for the same axial length
downstream�. In some cases, the difference in temperature rise
between wall and axis was as much as 20 K. This means that
either the local residence time at the walls is longer �slower flow�,
allowing more time to react, which results in an increase in tem-
perature, or possibly some sort of catalytic reaction occurs at the
wall. Further investigation is needed to determine the cause of this
and its affect on the results.

As has been performed in previous papers �8–10�, experimental
results are compared with a simple kinetics model simulated in
CHEMKIN 4.0 �29�. The reactor model was implemented in the AU-

RORA® �PSR� module with the following assumptions: homog-
enous, zero dimensional, isobaric, and adiabatic. This simple re-
actor model has accurately determined ignition delay times of
hydrogen/oxygen mixtures �compared with high temperature
shock tube results� at temperatures above 1000 K in the past �30�,
so it would be desirable that such simulations could be accurate as
well in the intermediate temperature regime below 1000 K where
gas turbine engines run. The results of the simulations with re-
spect to experimental values are presented in Fig. 7. The simula-
tions for the present work utilized the reaction mechanism of
O’Conaire et al. �30�. However, other mechanisms do exist and
perform in a similar manner �25,31�, especially in the context of
the comparison shown in Fig. 7. Unfortunately, the observed and
simulated results do not agree at all; the flow reactor measure-
ments are orders of magnitude shorter than the simulations. As
shown in Fig. 7, at higher temperatures �above 1000 K�, the

Fig. 5 Classification of ignition events Fig. 6 Comparison of current results with previous measure-
ments and correlations
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model and experiment do agree fairly well. However, at lower
temperatures, the measured ignition delays are far shorter than the
model. In the context of the gas turbine premixer, this is disturb-
ing since these lower temperatures are precisely where these de-
vices operate. A possible reason for the discrepancy has been dis-
cussed recently in a number of papers and is summarized partly in
the following section, with its implications for utilizing hydrogen
or syngas in premixed combustors.

Discussion
The ignition delay time for hydrogen is linked to the hydrogen-

oxygen explosion limits �32,33�. In the strong ignition region,
which occurs at temperatures to the right of the second explosion
limit, the elementary reactions involve a number of chain branch-
ing reactions involving H, O, and OH radicals. In the mild ignition
region at intermediate temperatures and pressures above the third
and “extended” second explosion region, the reactions occur
through reactions involving the less reactive HO2 and H2O2 radi-
cals. The pressures and temperatures that will be seen in a gas
turbine premixer typically lie within the shaded region seen in
Fig. 8 based on the pressure and temperature values obtained from
Table 3. It is seen that this area lies within the mild ignition and

the steady reaction regions. It is interesting that data from Peschke
and Spadaccini �19� show comparable ignition delay times within
both the mild ignition and steady action regions.

Additionally, test conditions for previous experimental work by
Snyder et al. �13�, Blumenthal et al. �15�, and Wang et al. �16� are
presented in Fig. 8 as well. If one examines these points carefully
in the context of the explosive limit plot along with the resulting
delay times, as shown in Fig. 7, it can be seen that the disagree-
ment with the model occurs with experimental data points in the
“mild” ignition region upon crossing over the extended second
limit. This may give a clue regarding where to begin searching for
a solution to the observed discrepancy between simulations and
measurements.

Because the homogenous model and the experimental values
show disagreement in only the mild ignition region, this may at
first suggest a problem with the rates of the elementary reactions
involving H2O2 and HO2 since these species control the regime
boundaries. However, Sabia et al. �34� analyzed these reactions
using sensitivity analysis to explore the extent to which they
would need to be modified in order to better match the experimen-
tal work of Snyder et al. �13�. Their conclusion was that the modi-

Table 3 List of current commercial engines with their approximate combustor inlet pressure
and temperature, along with estimations of ignition delay times given by correlations from
Peschke and Spadaccini, a CHEMKIN homogeneous model, and a methane correlation by Li and
Williams

Engine
Pressure

�atm�
Air temperature

�K�

Estimated ignition delay time �ms�

H2
correlation
�Ref. �19��

H2
CHEMKIN

�Model�
CH4

�Ref. �37��

GE 9Ha 23 705 85 11,805 2336
Solar Taurus 65 15 670 153 b 8713
Solar Taurus 60 12.3 644 221 b 21,985
Solar Mercury 50c 9.9 880 59 4941 189
GE LM6000a 35 798 35 34,850 214
Siemens V-94.3Aa 17.7 665 141 b 8448
Siemens V-94.2a 12 600 336 b 88,406
Capstaone C60c 4.2 833 140 1869 917

aInlet temperature estimated from ideal gas isentropic compression.
bRepresents no ignition within 1 min.
cRecuperated engine.

Fig. 7 Comparison of experimental work to homogenous
simulations „mechanism by O’Conaire et al. †30‡…

Fig. 8 Hydrogen-oxygen explosion limit chart with experimen-
tal test conditions identified. The shaded region represents
typical gas turbine combustor inlet temperatures and
pressures.
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fications to the mechanism needed to gain agreement are well
outside the established uncertainty factor attributed to these reac-
tions. Hence, other factors are likely the culprit for the observed
discrepancies.

Ströhle and Myhvold �31� postulated that the experimental con-
ditions in the mild ignition tests deviate so far from the assumed
ideal homogenous and zero dimension behavior that a simple ho-
mogenous reactor alone is no longer sufficient to predict accu-
rately the delay time. This conclusion can be reinforced by exam-
ining the observations of previous low temperature shock tube
ignition studies. Through rapid imaging of the ignition processes
inside a shock tube, a number of investigators �15,35,36� have all
observed two distinct ignition phenomena depending on whether
the mixture is in the mild or in the strong ignition region. In the
strong ignition region �at high temperatures where chain branch-
ing occurs�, the mixture heated by the shock results in a uniform
ignition through the cross section of the vessel that proceeds to a
detonation wave. In the mild ignition, on the other hand, small
flame kernels sporadically appear within the shock-heated mixture
that eventually united to form the detonation wave. In short, the
strong ignition case shows a uniform ignition and explosion, while
the mild ignition shows a very nonhomogenous ignition.

In normal gas turbine operation, shocks and detonations will
not be present inside the premixer; however, it is possible that
nonhomogenous ignition could still be present and therefore
dominate the behavior in practical systems. This nonhomogenous
ignition could also be responsible for the short ignition seen inside
the flow reactors as well. Thus far, little progress has been made to
quantitatively model the nonhomogenous ignition in the mild ig-
nition region, making the present time experimental results and
their empirically derived correlations the only reliable way of pre-
dicting the ignition delay for conditions seen inside a gas turbine
premixer with a fair amount of accuracy.

To put the issue in the context of how long ignition delay times
for hydrogen/air premixers will likely be, Table 3 presents the
estimated ignition delay times for some current engines if they
were hypothetically converted to use hydrogen utilizing their cur-
rent pressure and estimated inlet combustor temperature and using
the correlation of Peschke and Spadaccini and the simple
CHEMKIN simulation. Additionally, a correlation by Li and Will-
iams for methane is given as well to show the differences between
hydrogen and methane at these temperatures and pressures �37�.

Ignition delay times are considerably shorter than any model.
However, they are still at least an order of magnitude greater than
most premixer times. However, due to the variability of delay
times between different test apparatuses and to the sporadic nature
of delay in the same apparatus under slightly different conditions,
it would be recommended that very large safety factors should be
utilized in order to avoid autoignition under all conditions. Hence,
while autoignition should remain a concern, it will not be an im-
mediate problem for most engines unless considerable premixing
times are required or until even higher combustor inlet pressures
and temperatures are used for greater efficiency.

Conclusions
A flow reactor was set up to test the ignition delay time of

hydrogen and air at temperatures relevant to gas turbine engine
operations. The results were then compared to past experimental
work and current computer simulations.

The current study revealed that ignition would not always occur
on a consistent basis. The delay times follow the same general
trend as seen in previous flow reactor studies, where ignition is
within a fraction of a second and at relatively low activation en-
ergy. The current results are best described by a correlation by
Peschke and Spadaccini; however, a more sophisticated correla-
tion may be needed in the future to account for effects caused by
the flow field. For now, use of the current correlation gives good
approximations. However, a fairly large safety factor �between 5

and 10� is recommended to ensure that ignition delay will never
be shorter than the mixing time within the premixer.

Due to the inability to properly model the ignition delay time in
the mild ignition region using simple computer models, the only
way of confidently predicting ignition delay times at present are
from the experimentally derived correlations.

Finally, while autoignition should remain a concern, it will not
be a significant problem for most engines, only those with con-
siderably long premixing times or ones with high inlet combustor
temperatures or pressures.
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1 Introduction

Computer simulation is a powerful tool for the mechanical and
control system design of gas turbines. A high fidelity computer
simulation can be used as a substitute for a real engine in many
applications. For example, it is possible to simulate critical tran-
sients that must be avoided on the actual plant due to the risk of
damage. Turbine engines can be modeled at various levels of de-
tail, from full 3D descriptions of the gas path �e.g., NASA’s nu-
merical propulsion system simulation �NPSS� �1�� that can require
distributed computers or supercomputers to simplified algebraic
equations �2� and even simple overall transfer functions. It is gen-
erally accepted that a 1D simulation is sufficient for accurate dy-
namic performance modeling and, therefore, controller design.
The simulation method used in this study is known as an aerother-
mal transient performance model �3�. This method avoids iterative
calculations by arranging the component equations to follow the
direction of the gas path and by introducing storage volumes be-
tween components to account for the unsteady balance of mass at
the compressor discharge, at the combustion chamber, and be-
tween the turbines �4�. Relative to an iterative model, there is
some loss of accuracy, but this is negligible from the point of view
of engine control system development and is offset by a superior
execution time, particularly if a small time step is used. If a con-
stant time step is chosen for numerical integration, then this
method can provide a model with a predictable run time. If the
simulation is designed to run in real time, then it can also be used
with real hardware, although, clearly, the computer program out-
puts have to be generated at least as fast as the predicted physical
phenomena for the model to run side by side with an engine �5�.
In this paper, we present a full aerothermodynamic model of a
two-spool, high-bypass turbofan engine with an unmixed exhaust
together with a switched, gain-scheduled aeroengine controller
with bumpless transfer and antiwindup. The engine simulation in
conjunction with this controller achieves dynamic performance
representative of that of a real aeroengine. Model implementation
is in the MATLAB-SIMULINK® environment. Full flight-envelope
validation of both the model and the controller has been per-
formed with the assistance of Alstom Aerospace, with the excep-
tion of engine startup as this is not within the scope of the model.

The features of the presented model are its modularity, ease of
implementation, and adherence to the underlying physics. Empiri-
cal approximations have been avoided wherever possible, with the
aim of improving the model’s flexibility and providing physical
justification for the approximations used �as opposed to empirical
approximations whose boundary of validity is often unknown�.
Most of the model’s current implementation details are provided
by initialization scripts. Therefore, tuning the model is a simple
matter of changing script details without the need to extensively
modify SIMULINK modules; i.e., most variables are dynamically
intialized from the MATLAB workspace. For example, the gain
schedule is provided by variables in the workspace, and the pa-
rameters of the scaling of the compressor maps �this is performed
online while the simulation runs� are also provided by external
scripts. The model is also compatible with the Real-Time-
Workshop, a toolbox available in the MATLAB-SIMULINK environ-
ment that is able to automatically generate a source code in C
language from the SIMULINK scheme. This feature can be useful in
developing a code for hardware-in-the-loop applications. The pur-
pose of the model is the development of advanced control strate-
gies. Therefore, a base line controller that closely mirrors indus-
trial practice has been designed to validate the closed-loop
performance properties of the model. The controller has itself a
modular approach, allowing easy extension of the number of pa-
rameters regulated by the controller. The model is also provided
with a “dashboard” that permits inspection during the simulation’s
progress of significant parameters, such as mass flow, tempera-
ture, and pressure at each engine station.

There are relatively few papers in the literature that deal spe-
cifically with civil aircraft engines. Several papers provide an ar-
chitecture for simulating gas turbines �4,6–12�, but most are ap-
plied to industrial turbines and few provide details of
implementations suitable for civil aircraft aeroengines �2�. This
paper includes additional details specific to civil aircraft engines:
The fan of the engine �this absorbs a significant proportion of the
power output by the engine, and an accurate model is highly de-
sirable� is modeled as two separate sections, a core section and a
duct section, with different pressure ratios and efficiencies as
would be the case for a real engine. A nozzle module suitable for
an aerothermal model �i.e., that does not require iterative proce-
dures� and a model of the duct �as a nozzle� are also provided, so
that fan power consumption may be accurately calculated. Trans-
fer of heat to and from the engine components is also taken into
consideration by providing heat storage modules for each major
component. Heat soak can have a significant effect on the dynam-
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ics of the engine, particularly at high altitude where the mass flow
through the engine is greatly reduced. Indeed, the range of envi-
ronmental and operating conditions that an aeroengine can be ex-
pected to undergo is much greater than those of industrial engines.
An aeroengine must be able to perform and satisfy stringent re-
quirements under dramatically varying environmental conditions
and very different regimes, e.g., rapid acceleration/deceleration,
takeoff, and idle. For a validation of the model under these vary-
ing conditions, a gain-scheduled controller is provided.

There are also relatively few papers that discuss in detail the
architecture and design of industrially applicable control schemes
for civil aircraft engines. Several papers discussing advanced con-
trol of military aircraft engines may be found in the literature
since these engines have more controller inputs and thus require
multivariable controllers; some examples are: Refs. �13–17�. A
high-level general introduction to aircraft engine feedback control
is contained in Ref. �18�. Another useful source is Ref. �11�. The
latter has many useful details regarding engine and actuator dy-
namics, and provides detailed performance figures that are backed
up directly by industry, but, like Ref. �18�, it falls short of provid-
ing a comprehensive overview of the controller architecture and
practical methods of implementation that would allow replication
of the design.

The paper is structured as follows. Section 2 provides a descrip-
tion of the main engine components that are included in the
model. An introduction to civil aircraft engine controllers can be
found in Sec. 3, with the details of the model’s controller follow-
ing in Sec. 4. A review of simulation issues can be found in Sec.
5. The validation and performance results of the simulation are
discussed in Sec. 6.

2 Modular Construction of the Mathematical Model
A gas turbine engine is a highly complex nonlinear system re-

quiring an accurate dynamic model for controller design and
evaluation. For the purpose of development and testing of ad-
vanced aeroengine controllers, a full aerothermodynamic simula-
tion of a jet engine has been developed and implemented in the
MATLAB-SIMULINK® environment. The plant controlled is a generic
high-bypass separated flow turbofan. This has been found to be
the optimum configuration for a high subsonic commercial aircraft
�19�. The model is therefore representative of the jet engine of a
midrange aircraft, such as the highly successful Airbus A320 fam-
ily. The model has two shafts, variable bleeds and stator vanes,
actuator dynamics, heat soak dynamics, cooled turbines, a model
of the duct, and a fixed convergent exhaust nozzle. It has been
developed in a modular fashion to permit the easy implementation
of failure scenarios and adaptation to multiple engine configura-
tions. The model, in its current implementation, develops a maxi-

mum thrust of above 30,000 lbf �133 kN� and has been validated,
in collaboration with an industrial partner, via comparison with
steady state and dynamic data for a comparable engine. Although
the model as developed is nonproprietary, some specific perfor-
mance figures of this configuration have on this occasion been
omitted for reasons of commercial sensitivity.

A turbofan’s airflow is split into two main sections �as shown in
Fig. 1�. The outer, “duct” or “bypass,” airflow is accelerated by a
fan situated at the front of the engine. This section provides most
of the engine’s thrust by moving a large mass of air at a relatively
low speed. The inner or “core” section provides the power to drive
the fan. Airflow through this section is compressed via two se-
quential compressors: a low pressure compressor �LPC� and a
high pressure compressor �HPC�. The HP flow at the exit of the
HPC is in part combusted, expands through the HP turbine �this
powers the HPC�, and then flows into the LP turbine �this powers
the LPC and the fan�. A further expansion to atmospheric pressure
is via a fixed convergent nozzle placed at the rear of the LP
turbine. The shaft connecting the fan, the LP compressor, and the
LP turbine is called the “LP shaft.” Similarly, the shaft connecting
the HP compressor and the HP turbine is known as the “HP shaft.”
These two shafts are concentric—the LP shaft extends beyond and
rotates within the HP shaft. Figure 1 outlines how these turbofan
components are interconnected. The variable bleed valve �VBV�
placed between the LPC and the HPC improves the surge charac-
teristics �10,11� by purging air directly into the duct �surge is a
violent oscillatory reversal of the gas stream’s flow�. For the same
reason, the HPC module is provided with a model of variable
stator vanes �VSVs�. The operation of both these components is
open loop scheduled with corrected shaft speed. The simulation
uses “lumped” elements: The engine components are simplified to
volumeless elements, thereby reducing the partial differential
equations that describe their distributed properties to ordinary dif-
ferential equations that describe the evolution of key properties
over time. The aim is to derive a set of explicit first order differ-
ential equations that can be solved using an integration algorithm
to accurately describe the dynamic characteristics of the modeled
components. The unsteady mass balance between components is
modeled via storage volumes �plena�.

The simulation of a gas turbine’s components requires the ap-
plication of the following thermodynamic conservation laws or
continuity equations:

• conservation of mass �basic physical principle�
• conservation of energy �first law of thermodynamics�
• conservation of momentum �Newton’s second law�

Additionally, relationships describing heat transfer processes and

Fig. 1 The main components of a turbofan engine
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fluid mechanics must also be applied. Finally, shaft dynamics are
added by making mechanical connections between the component
models. Engine acceleration is provided by integrating the shafts’
power imbalance over time.

There currently exist several approaches to modeling gas tur-
bines: The most accurate are iterative models based on thermody-
namic conservation laws and continuity equations. An engine
equilibrium point is calculated �this is the component matching
phase�, and from this all engine parameters are derived via an
iterative solution of the system of equations �initial guesses are
usually provided�. These models assume as constant the mass flow
for the required matching of the compressors and turbines. The
type of model presented here, called an “aerothermal transient
performance model” �3� or “aerothermodynamic model,” �4�
avoids iteration by arranging the equations to follow the direction
of the gas path and by introducing storage volumes between com-
ponents to account for the unsteady balance of mass at fan and
compressor discharge, combustion chamber, between the turbines,
and between the turbines and the nozzle �4�. This is the most
accurate of the many noniterative models used for modeling en-
gine performance transient parameters �3�. Other models are more
suitable for flight simulators where lower accuracy is permissible
and generally use transfer functions relating fuel flow and param-
eter outputs �3�. Relative to iterative models, all other approaches
suffer from some loss of accuracy, but in the case of the aerother-
mal model considered here, this is negligible for the purpose of
engine control system development, particularly if a small time
step is used. This loss is also offset by a superior execution time.
The size of the volumes �plena� included between the turboma-
chinery is important �3�, as they have their own time constant �4�,
and this will affect the maximum permissible time step. Clearly,
the update time step should stay below the plena time constant.
For small plenum volumes, there is a very steep rate of variation
in pressure for any variation in mass influx or efflux. Should the
time step of the system be large, this would lead to situations
whereby the system would respond to large changes in pressure
rather than to the gradual change that would occur for a smaller
sample time. An unphysical situation would arise when these
changes in pressure would result in exceeding the pressure ratio
boundaries of the compressor or turbine maps either downstream
or upstream of the plenum. From this perspective, the smallest
possible time step is desirable. However, one should also consider
that the turbomachinery characteristic maps are in themselves ap-
proximations, and an extremely small time step will thus not nec-
essarily improve the simulation accuracy in practice, although it
will indeed improve the solution accuracy. Because the model
incorporates numerous component maps, the tradeoff between so-
lution accuracy and time step is not readily quantifiable analyti-
cally, and the determination of an overall limiting time step is not
easy. Plenum size is therefore a limiting factor to the permissible
time step, and solution accuracy needs to be carefully tested
should very small volumes be used. This is, however, likely to
become an issue only when simulating multistage turbomachinery
in a stage-by-stage fashion �this is not the case for the present
simulation as the model uses lumped components�. A practical
way of testing for this is to repeatedly halve the time step until no
difference in solution accuracy is noticed for an engine rapid tran-
sient such as what would occur during a pilot slam request. A
good, conservative, constant time step for the current simulation is
10−4 s. This works comfortably even with basic Euler numerical
integration �MATLAB ODEL�.

Other simulation methods, such as the iterative “thermody-
namic matching model” presented in Ref. �10� and also discussed
in Ref. �3�, are much slower and usually do not have a predictable
run time as the solution time to convergence may vary. Further-
more, the iterative method produces noise on the output param-
eters due to solutions at each time step falling at random places
within the permitted tolerance band. This noise may prevent as-
sessment of system stability due to the perturbations produced �3�.

For real-time applications, in order to reduce the computational
time, techniques based on the linearization of the model have
often been adopted �4,5,19�. However, simulations based on lin-
earized models should be used only in the neighborhood of the
working point about which the linearization has been carried out
and are therefore particularly unsuitable for aeroengine simula-
tion.

In summary, calculations in the current model are performed in
a feed-forward manner, thus allowing for a direct noniterative
calculation of the engine cycle and performance. Once atmo-
spheric conditions, namely, altitude, Mach number, temperature
deviation from the International Standard Atmosphere �ISA�, and
the value of the control variables, e.g., fuel flow, and other control
parameters that are open loop scheduled �e.g., bleed valve posi-
tion� have been specified, the operating point follows via a feed-
forward calculation that propagates along the engine’s direction of
flow. A few notable exceptions are addressed via the use of SIM-

ULINK “memory blocks” �please refer to Sec. 5� so that thermody-
namic properties can be based on a component’s mean tempera-
ture and the compressors can be provided with pressure data from
downstream components.

2.1 Component Models. Each modular component can be
viewed as an operator the purpose of which is to compute the
thermodynamic state of the fluid �typically mass flow ẇ �kg s−1�,
total temperature, and pressure� at the outlet of the module based
on the inlet conditions and some additional parameters. Each com-
ponent model relies on the equations for mass, momentum, and
energy balances and on empirical information derived from rig
tests or advanced computational fluid dynamics calculations, e.g.,
compressor and turbine characteristic maps. The stagnation con-
ditions at the engine inlet are computed with Saint-Venant–
Wantzel relations �19� as a function of altitude, variation from ISA
day temperature, and Mach number. This accounts for ram recov-
ery at the engine’s inlet.

The thermodynamic properties of the air stream and combus-
tion gases will vary due to the range of environmental and oper-
ating conditions at which the engine must operate. This makes an
accurate evaluation of the gas stream’s thermodynamic properties
highly desirable for an aeroengine. Lookup tables may be used
�tables containing the values of the specific heats have been pub-
lished in many works �6,20��, or, as in the present case, algebraic
curve-fitting expressions �3� may be used. Therefore, in the
present work, the working fluids are not considered as perfect
gases of constant specific heats, as this is mainly appropriate for
preliminary design calculations �19�. This has the advantage of
both improved accuracy and preserves a computational architec-
ture that allows for complex scenarios to be simulated, e.g., in-
gestion of water vapor and dramatic changes in inlet temperature.
The specific heat at constant pressure, cp, was provided by the
polynomial fits provided in Ref. �3� and is temperature and fuel air
ratio �FAR� dependent. The gas constant R is temperature inde-
pendent and FAR dependent. The ratio of specific heats, �, is
temperature and FAR dependent and can be expressed as a func-
tion of the specific heat capacity cp and the gas constant R. It
should be noted that for formulas using cp and �, it is most accu-
rate to base these values on the mean temperature for each com-
ponent, i.e., the arithmetic mean of the inlet and outlet values. It is
less accurate to evaluate cp and � at inlet and outlet, and then take
a mean value for each �3�.

2.2 Plena. Because turbomachinery, compressor, and turbine
units are considered as volumeless elements, a plenum is placed at
the compressor outlet in order to take into account the unsteady
mass balance at compressor discharge within the combustion
chamber and between the turbines and the LP turbine and the
nozzle. Mass conservation implies
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w =� �ẇin − ẇout� · dt + w0 �1�

where w is the mass present in the casing, ẇ represents gas stream
mass flow �kg s−1�, and w0 is the initial value of the mass present
in the plenum. Pressure inside the plenum is then calculated via
the ideal gas law,

pout = w ·
T · R̄

V
�2�

where R̄ is the specific gas constant of the gas stream �J kg−1 K−1�.
Each plenum also includes a module to calculate the heat soak of
the component upstream. If this was not included, the plenum’s
outlet temperature would be equal to the inlet temperature. Energy
accumulation due to transient effects, such as volume packing �3�,
is neglected. Pressure losses are also not considered although
these are easily implemented if desired �19,21�.

2.3 Heat Soakage. Each turbomachinery component includes
heat transfer effects, such as the heat transfer to turbine blades and
casings. Only convective heat transfer is considered based on sim-
plified equations for turbulent flow over a flat plate and assuming
a constant Prandtl number �22�. By considering a lump of metal
�e.g., a blade� in a hot gas flow, a simple first order heat soak
equation can be developed. The time constant � can be calculated
from the heat transfer coefficient and the mass and specific heat
capacity of the metal. The heat transfer coefficient is calculated
for the design point conditions and modified at off-design condi-
tions depending on mass flow and temperature as both alter the
flow’s Reynolds number. It has been demonstrated that heat soak
effects play an important role in determining a gas turbine’s dy-
namic performance �5�, yet they are extremely difficult to predict
in the absence of good test data. In the absence of such data, the
heat soak released upon an abrupt deceleration of an industrial
engine �23� was scaled down for the current model. The time
constant was similarly reduced. The overall heat soak quantity
was then distributed amongst the components according to their
mass and temperatures. Key equations for the implementation of a
heat soak module follow. The most fundamental equation is New-
ton’s law of cooling,

q = h̄A · �T = h̄A�Tm − T̄� �3�

where q is the heat flow �W�, h̄ is the average heat transfer coef-
ficient over the surface �W m−2 K−1�, Tm is the component aver-

age temperature, T̄ is the gas stream’s mean temperature, and A is
the heat transfer area �m2�. The heat transfer coefficient is tem-
perature and flow dependent, and this dependency can be approxi-
mated with the following relationship �24�:

Y � T0.23ẇ0.8 �4�

where ẇ is mass flow rate and

Y = h̄A �5�

In experimental conditions, the easiest parameter to measure will
be the time constant �. This can be obtained by rapidly increasing
or decreasing the gas stream temperature from a starting condi-
tion, with the gas and metal mass in thermodynamic equilibrium
at a known temperature,

dTm

dt
= −

q

Mcpm
�6�

where Tm is the metal temperature, M is the metal mass, and cpm
is the metal specific heat capacity. Equations �6� and �3� above can
be combined to give

dTm

dt
= −

h̄A�Tm − T̄�
Mcpm

�7�

Since the time constant is

� =
Mcpm

h̄A
�8�

it then follows that

dTm

dt
= −

1

�
�T �9�

Therefore, the time constant of the system can be experimentally
determined. Once this is known, for a system of similar mass and
area, the following equations can be applied:

Yd = h̄A =
1

�d
Mcpm �10�

where Yd is the value of Y established under the experimental
conditions Td, ẇd, and �d. From this, it follows that

q = Y · �T = �T · Yd ·
�d

�
= �T · Yd · � �

�d
�−1

= �T · Yd · �� T̄

Td
�−0.23� ẇ

ẇd
�−0.8	−1

�11�

This is because

� = �d�� T̄

Td
�−0.23� ẇ

ẇd
�−0.8	 �12�

This last relationship follows from the following considerations.
Since

� =
Mcpm

h̄A



k

h̄
�13�

where k is a constant and from Eq. �4�,

h̄ 
 k1 · Td
A · ẇd

B �14�

it then follows that

�d = � k

k1
� · Td

−A · ẇd
−B = k

d
* · Td

−A · ẇd
−B �15�

Considering a new time constant � at different temperature and
mass flow conditions,

� = k* · T−A · ẇ−B �16�

and, therefore,

�

�d
=

k* · T−A · ẇ−B

k
d
* · Td

−A · ẇd
−B

�17�

and if

k
d
* = k* �18�

which holds for components of similar geometries �22�, then,

�

�d
=

T−A · ẇ−B

Td
−A · ẇd

−B = � T

Td
�−A� ẇ

ẇd
�−B

�19�

Therefore, if Yd and �d have been established experimentally, then
formula �11� can be applied to get the heat transferred q �W� over
a range of temperatures and mass flows. This heat can then be
added or subtracted to the enthalpy of the gas stream.

2.4 Fan and Compressors. The fan placed at the front of the
turbofan provides the majority of the engine’s thrust. The fan
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simulation module is divided into two sections: a core and a duct
section. The ratio between the duct and core mass flows is known
as the bypass ratio �BPR�,

BPR =
ẇduct

ẇcore

�20�

Each section is modeled via a characteristic map, describing the
steady state performance of the component. The performance can
be specified by curves of delivery pressure and temperature plot-
ted against mass flow for various fixed values of rotational speed.
These characteristic curves are, however, dependent on other vari-
ables such as the conditions of pressure and temperature at entry
and the physical properties of the working fluid. By using dimen-
sional analysis, the variables involved may be combined to form a
smaller and more manageable number of dimensionless groups,
and these characteristic curves can then be plotted on a nondimen-
sional basis, i.e., stagnation pressure ratio and isentropic effi-
ciency �i against the nondimensional mass flow rate ẇc for fixed
values of the nondimensional speed �n /���3. The fan’s corrected
mass flow is provided by the characteristic map once the fan’s
pressure ratio and corrected shaft speed have been provided. Ap-
plying the conservation equations, the temperature increase over
the fan is described by

Tout = Tin · �1 +
1

�i
����−1�/� − 1�	 �21�

where � is the pressure ratio over the core or duct section of the
fan, � is the ratio of specific heats, and �i is the isentropic effi-
ciency. The power required to drive the fan is then

Pfan = cp · ẇ · �Tout − Tin� �22�
and is positive since it is supplied to the air.

The air that flows through the core section of the engine is
compressed via two compressors in series. These are modeled in a
similar fashion to the fan, except that there is no splitting of the
mass flow. Characteristic maps are again at the core of the com-
pressor models, and the constitutive equations are the same. More
complex models would split the compressor into stages separated
by small plena and solve gas flow equations based on a knowl-
edge of blade angle and stage performance, but the approach
adopted here is more practical, particularly for a generic turbofan
model where data requirements are not too onerous �25�.

Between the two compressors, there is an open-loop-scheduled
VBV. This extracts air from the core flow and exhausts directly
into the duct. The percentage of mass flow extracted is scheduled
with the corrected LP shaft speed. For more information on the
predicted effect of VBVs, the reader is referred to Ref. �10�.

The second of the compressors in series, the HPC also includes
customer bleeds �these power aircraft accessories� and VSVs. The
latter are to improve the surge margin of the HPC and are modeled
by a percentage reduction in corrected mass flow. This reduction
is open loop scheduled against corrected HP shaft speed. The
reader is referred to Ref. �10� for plots of the effects of VSVs on
compressor maps. The customer bleeds are modeled by extracting
a percentage of the inlet airflow. This air will not be available for
work in the compressor, and this is reflected in the formula for
HPC power,

HPCpower = cp · ẇ · �Tout − Tin� · �k1x1 + k2x2 + �1 − k1 − k2��
�23�

where k1 and k2 are the proportion of air removed via bleeds 1 and
2, respectively, and x1 and x2 are scalars from 0 to 1, which
represent the proportion of the total temperature rise to be ex-
pected at that stage.

Cooling air is also extracted prior to the combustor, at the outlet
of the HPC. Cooling flow is an important element of the model
because the total percentage of engine inlet mass flow extracted
before the combustor may be up to 25% for a high technology

aero or industrial engine �3�, and cooling flow will represent a
significant proportion of this. Cooling flow is often modeled sim-
ply as a percentage of the engine’s mass flow �19�, but in this case
it was preferred to use a relation that, although empirical, is based
on the ratio of the pressure of the air source �the HPC� and that of
the sink �the high pressure turbine �HPT�� �4,26�,

ẇcool = K�1 −
pout�

pin

pin

�Tin

�24�

where K is the discharge coefficient, pin and Tin are, respectively,
the pressure and temperature at the bleed point, and pout� is the
static pressure at the exit of the cooling circuit. In this work, this
is approximated by the pressure value at the cooling flow exit.
This is reasonable since the velocity of the gas stream is relatively
low at this stage and the dynamic pressure remains a low propor-
tion of the total up to approximately a Mach number of 0.4 �3�.

2.5 Combustor. The air at the outlet of the HPC is passed
into a combustion chamber. This increases the enthalpy of the
working fluid via the combustion of fuel. The flame temperatures
in the model are obtained from 2D lookup tables that were calcu-
lated using the NASA program SP273. These data were extracted
from Ref. �27�. Therefore, the exit temperature of the combustor is
provided as a function of excess air factor � and inlet temperature.
To account for the unsteady mass balance between the HPC, com-
bustor, and HPT, a storage volume is included in the combustor.

2.6 Turbines. The hot gas stream exits the combustor and is
expanded via two turbines in series. A characteristic map is used
to represent each turbine. The constitutive equation for the tem-
perature drop across the turbine is

Tinlet − Toutlet = �tTin�1 − � 1

pin/pout
��−1/�	 �25�

where �t is the turbine isentropic efficiency. The HPT, although
not modeled as a multistage cooled turbine, does include injection
of cooling air from the HPC. Cooling air is injected into the main
stream at the turbine inlet. Therefore, a mixing procedure has to
be included in the module. For calculations of work, the whole
flow is used; i.e., both the hot gases and the cooling air do work in
the turbine. The mixing block takes the mass fraction of cooling
air and calculates the temperature of the mixed flow,

Tmix =
xTcoolcp,cool + �1 − x�Tinletcp,hot

xcp,cool + �1 − x�cp,hot
�26�

where x is the mass fraction of cooling air. The temperature of the
mixture of hot and cold gas, Tmix, is then substituted for Tinlet in
Eq. �25�.

2.7 Exhaust System. Exhaust air exits the turbofan engine in
two separate unmixed streams: duct air and core section air. Both
the duct and core exhaust are modeled as convergent nozzles, each
of a fixed area. At current levels of cycle pressure ratio, virtually
all turbojets �note that these engines do not have a duct section�
operate with the nozzle choked during takeoff, climb, and cruise,
and the nozzle only becomes unchoked when thrust is signifi-
cantly reduced. Thus, the nozzle is liable to be unchoked only
when preparing to land or when taxiing �19�. The situation is
rather different for a turbofan, and the core nozzle can be assumed
to be unchoked over the operating range of the engine. The duct
nozzle, due to the inherently low speed of the duct gas stream, is
also unchoked. The core and bypass flows are therefore expanded
through the core and bypass nozzles to the pressure of ambient air.
A converging nozzle is used because the exhaust flow is subsonic,
and for subsonic flow, a convergent nozzle accelerates the gas.
The “throat” or minimum area of the nozzle will regulate the
amount of flow that can be exhausted through the nozzle. The
object of a turbine nozzle is to produce as much kinetic energy as
possible from given inlet conditions and pressure drop. There will
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inevitably be some frictional losses—maximum efficiency is
reached when there is no friction and the process is perfectly
isentropic. The efficiency of the nozzle is the ratio of the actual
kinetic energy produced to this theoretical maximum. As the
nozzle efficiency falls below unity, the expansion will be a mix-
ture of isentropic and isothermal �28�. Conditions at the inlet of
the nozzle shall be denoted with subscript 0, e.g., p0, v0, and T0
for the pressure, specific volume, and temperature, respectively.
Similarly, conditions at the exit of the nozzle are denoted with
subscript 1. Conditions at the nozzle throat are denoted with sub-
script t.

The nozzles of a gas turbine receive a gas that already pos-
sesses an appreciable velocity. Therefore, the equations used to
model the nozzle must incorporate factors to account for these
significant inlet velocities. The non-negligible gas velocity may be
accounted for by using the concepts of stagnation pressure, p0T,
and stagnation temperature, T0T. For a gas undergoing an isentro-
pic expansion,

pv� = const �27�

where �, the ratio of specific heats, is known as the adiabatic
index because this is an isentropic �i.e., adiabatic and reversible�
process. For a frictionally resisted adiabatic expansion, this be-
comes

pvm = const �28�

where the polytropic exponent m is a function of the adiabatic
index � and nozzle efficiency �N,

m =
�

� − �N�� − 1�
�29�

The nozzle throat will pass flow at speeds up to and including
sonic but cannot support supersonic flow �a convergent nozzle
slows down supersonic fluids�. Sonic flow will be reached when
the ratio of throat pressure pt to inlet stagnation pressure p0T has
reached a critical value �the nozzle is “choked”�,

ptc

p0T
= � 2

� + 1
�mc/�mc−1�

�30�

where ptc and mc are, respectively, the throat pressure and poly-
tropic exponent at these critical conditions.

Furthermore, assuming that nozzle efficiency is constant over
the length of the nozzle �the variation for a convergent-only
nozzle has been found in practice to be small up to and including
sonic velocity �28�� and assuming that pressure and specific vol-
ume in the stagnation state are related to temperature by

p0Tv0T = R̄T0T �31�

where R̄ is the specific gas constant, the nozzle’s mass flow is then

ẇ = A�2
�

� − 1

p0T

v0T
�� p1

p0T
�2/m0

− � p1

p0T
��m0+1�/m0� �32�

for

p1

p0T
	 � 2

� + 1
�mc/�mc−1�

�33�

i.e., for subsonic flow. A is the throat area and is the same as the
exit area for a convergent-only nozzle.

An important issue is that there is no value for the specific
volume at stagnation conditions, v0T, in the model at this stage,
but this can easily be calculated from the relationship in Eq. �31�.
Under the assumption that mc=m, i.e., the polytropic index is not
greatly varied at critical conditions �28�, the model can be pro-
vided with an architecture that can also cope with sonic flow if the
following equation is also included in the nozzle module:

ẇ = A�� 2

� + 1
��mc+1�/�mc−1�

�
p0T

v0T
�34�

for

p1

p0T

 � 2

� + 1
�mc/�mc−1�

�35�

This raises the question of how to determine the throat pressure
given only the inlet and outlet pressures for the nozzle, which will
be the usual case. Because for a convergent-only nozzle the nozzle
throat and outlet are adjacent, the throat pressure will be the same
as the outlet pressure until the ratio of the outlet to inlet pressure
falls below the critical value �i.e., the nozzle becomes choked�,
and thereafter the throat pressure will remain at the critical value.

2.8 Shafts. Speeds at time t are calculated using unbalanced
powers, speeds from the previous point, and spool inertias. The
rotational acceleration of the shaft can be found from the shaft
dynamic balance. For example, for the LP shaft,

d�

dt
=

1

I�
�PLPT − PLPC − Pfan − Plosses� �36�

where P is the power, I is the shaft moment of inertia, and � is the
shaft angular speed. Power losses are caused by friction and en-
gine accessories and can be modeled as a simple percentage of the
total power provided to the shaft or as a loss that is proportional to
shaft speed.

2.9 Actuators. Models for mechanical actuators, such as
those of the fuel system valve, the VBVs, and the VSVs, are also
included. These are modeled in terms of first and second order
Laplace transforms �transfer functions� �11�. The temperature sen-
sor �transducer� also has its own dynamics, and these too are
represented in the model via transfer functions according to the
representation in Ref. �29�

3 Specifications and Constraints for Civil Aircraft En-
gine Controllers

One of the key objectives of an aircraft engine is to achieve
maximum thrust with minimum engine weight. Therefore, al-
though a gas turbine is inherently in itself a stable system �5�,
feedback control is an essential part of jet engines because of the
requirement to run close to the engine’s operating limits. Transient
conditions do exist for which operation is unstable, but because
these are conditions that may seriously damage the engine �an
example of this is surge, a violent oscillatory reversal of the gas
stream’s flow�, they are considered as areas of the operating en-
velope that are to be avoided. This is achieved via open-loop-
scheduled controls on some of the engine components �e.g., bleed
valves and stator vanes� and by closed-loop limiting of both shaft
acceleration and the rate of change of fuel flow. Therefore, these
unstable conditions are not part of the feedback control problem
for civil aircraft engines. The main aim of the engine controller is
therefore to guarantee that the engine will be maintained within its
operating limits at all times, regardless of how the operator may
move the throttle lever or of inlet conditions �e.g., altitude and
Mach number�. The engine’s operating limits may be of a me-
chanical, thermal, or aerodynamic nature �e.g., surge�. In addition
to these constraints, the overall engine performance is also subject
to both regulatory standards and the requirements of the airframe
manufacturer.

What a pilot wants to achieve when moving the thrust lever is a
certain percentage of the maximum thrust available at the current
flight conditions, not a specific net thrust from the engine. Since
thrust itself is not measurable in flight, the relative thrust com-
mand given by the power lever angle �PLA� setting must be trans-
lated into a command change of a measured variable. Thrust cor-
responds well with the LP shaft speed �after taking into account
aircraft speed and environmental conditions such as pressure and
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temperature�, particularly in the case of a high-bypass turbofan,
where the majority of the thrust is provided by the fan. Therefore,
it is common practice to choose fan speed as the controlled pa-
rameter �this, for example, is the choice adopted by General Elec-
tric �5�, although other vendors may and do choose other indirect
measurements of thrust�. Fuel flow is the sole control input avail-
able as other engine components that may modify the engine’s
operating point, such as bleed valves or VSVs, are, in this in-
stance, open loop scheduled. On an advanced civil aircraft, these
may be “tweaked” according to the operating condition and past
history of the engine, but they are not, in any case, truly feedback
controlled as would occur in multivariable military jet engine con-
trol schemes. Furthermore, the exhaust nozzle on a civil aircraft is
fixed and as such cannot be used to modify the engine’s operating
point as occurs on military engines. A diagram of the current
model’s closed-loop system is provided in Fig. 2

The engine’s operating limits may be divided into two groups:
maximum limits are those that must not be exceeded from below,
and minimum limits are those that must not be exceeded from
above. Maximum limits are as follows: fan speed �i.e., LP spool
speed�, fuel flow increase rate, HP spool speed �the shaft that joins
the HP turbine and the HP compressor�, HP spool acceleration, HP
turbine inlet temperature, HP compressor discharge pressure, and
fuel flow. Minimum limits are as follows: LP spool speed, fuel
flow decrease rate, HP spool speed, HP spool deceleration, and
fuel flow. With the exception of fan speed demand, minimum LP
spool speed, and maximum fuel and fuel flow rate �the latter is
scheduled against HP compressor pressure ratio�, all of the above
are currently set to fixed values. However, the architecture would
be able to cope with these variations according to operating con-
ditions or different engine requirements following, say, a failure.
The engine’s idle condition may be any of the minimum limits on
LP spool speed, HP compressor delivery pressure, or fuel, accord-
ing to the engine’s operating condition and environmental factors.

The engine is maintained within its operating limits by fuel
regulators, and these can also be split into two categories: steady
state control regulators and transient control regulators. The
steady state regulators consist of fixed limits that prevent the en-
gine operating outside fixed bounds, for example, to limit against
overtemperature, overspeed, fuel metering valve high and low
limits, minimum idle limits, and flameout limits. These are maxi-

mum and minimum HP shaft speed, fan speed control, maximum
turbine inlet temperature, maximum and minimum fuel flow,
maximum and minimum fuel flow rate, and compressor delivery
pressure ratio. For the transient control regulators, the aim is to
control the HP shaft rate of acceleration and fuel rate during sharp
acceleration demands and for sharp deceleration conditions, mini-
mum core speed and fuel rate decelerations are also controlled.
There are several regulators within the designed controller, and
some are there as a backup to the others, for example, the dupli-
cation of acceleration and deceleration regulators �thereby allow-
ing control of the acceleration rate of both shafts�. An important
motivation for the development of the model is to allow investi-
gation of robust and adaptive control solutions to specific failure
modes. Should a failure mode affect the fuel system, then the
acceleration profiles would need to be controlled via the speed
rate regulators. Should a failure mode affect the variable geometry
or bleed systems, the compressor delivery pressure and the con-
sequent pressure regulators could be significantly affected. The
performance of the engine under these failure modes needs to be
assessed, and so several regulators have been implemented.

Indeed, the engine’s operational limits also need to be consid-
ered in the context of engine degradation or failure. As an ex-
ample, the acceleration of a healthy engine is usually limited by
the maximum permissible rate of acceleration of any of the en-
gine’s shafts �note: this is not a mechanical limit but is meant to
avoid surge; therefore, the maximum rate of acceleration of the
HP shaft tends to dominate the acceleration profile�, the allowed
fuel flow rate of increase, and possibly the maximum permitted
fuel flow �for an aggressive acceleration profile�. A healthy engine
can therefore successfully reach its maximum rated power without
encountering any further limits. However, for a condition of low
ambient pressure with extreme bleed and high ambient tempera-
ture, the maximum turbine inlet temperature may instead become
the operating envelope’s limiting factor, and the engine may not
reach maximum power but will instead settle at the maximum
turbine inlet temperature. Furthermore, transient turbine inlet tem-
perature is higher than that permitted during a steady state opera-
tion. Therefore, the maximum power achievable would be further
reduced after a short period of time. Another consideration is that
these operating limits may not always be set at a fixed value. For
example, the engine’s minimum LP spool speed is increased at

Fig. 2 Diagram of the current model’s closed-loop system
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high altitude or during landing �to allow for a rapid increase in
thrust in case of an aborted landing�, and the fuel flow rate of
change is scheduled according to the engine’s operating point. A
further example of this is a software upgrade by the engine manu-
facturer: It is current practice that an engine’s performance may be
capped to increase life span and fuel economy. However, should
the aircraft owner have a requirement for improved performance,
he may pay for a software upgrade to remove some of these limi-
tations.

In addition to the engine operating limits, there are also the
regulatory requirements on the overall behavior of the engine.
These standards are issued by an international or national author-
ity, for example, the U.S. Federal Aviation Authority �FAA�. Typi-
cal requirements for a civil aircraft �5� are that upon receiving a
demand for an increase in thrust, the engine must not overshoot its
target by more than 2%, with a maximum steady state deviation of
1%. The engine’s time to accelerate to maximum thrust is also
regulated; this is a specification of the airframe manufacturer and
often takes the form of a requirement that the engine must be able
to accelerate at sea level static �SLS� from within 15% of idle to
full throttle within a specified time frame, e.g., 10 s, and to pre-
serve this acceleration profile over a given altitude range.

4 Controller Architecture and Design
The controller’s input is relative thrust demand �a percentage of

the maximum thrust available at the engine’s operating point, here
considered proportional to fan speed�, and the output is fuel flow
demand. Performance requirements are satisfied while maintain-
ing the engine within its operating limits by assigning a gain-
scheduled proportional-integral �PI� controller to each of the indi-
vidual constraints. A selection logic then chooses amongst these
so that at any point of its operating envelope the engine is gov-
erned by an appropriate controller. The gains of each PI controller
are scheduled as a function of engine rpm and altitude using
lookup tables that are dynamically initialized from the workspace
over a flight envelope from sea level to 35,000 ft and over values
of engine rpm from idle to maximum thrust. Bumpless transfer
and antiwindup are also provided by the controller architecture.
For the purpose of clarity, in the rest of this paper, each individual
PI loop will be referred to as a “regulator,” with only the overall
architecture and resultant control system referred to as “the con-
troller.”

4.1 Regulator Selection Logic. All of the regulators that con-
trol a “maximum” limit �e.g., fan speed and HP turbine inlet tem-
perature� are routed into a “minimum” selection block that selects
the smallest output of these regulators. The resultant signal is then
passed into a maximum selection block along with the output of

all the regulators assigned to minimum limits. This maximum se-
lection block then chooses the greatest of these signals. A diagram
of this architecture is shown in Fig. 3. A useful feature of this
minimum/maximum selection architecture is that it inherently
provides bumpless transfer since a switchover between regulators
may only occur at a crossover point: when one of the inactive
regulators’ outputs intersects that of the active regulator. What this
means in practice is best illustrated by a diagram: Fig. 4 shows the
individual fuel demands of the active regulators during a pilot
request—in this case an abrupt increase in thrust demand at SLS
to 98% of the maximum thrust in a time span of half a second. It
is immediately apparent that it is the maximum regulators �i.e.,
limits not to be exceeded from below� that intervene on the en-
gine’s behavior during an acceleration. Conversely, it is the mini-
mum regulators that intervene during a deceleration, as shown in
Fig. 5. Figure 6 shows the final controller demand after the selec-
tion logic has been applied to the output of all regulators. By
comparing this with Fig. 4, it is apparent that the controller has
selected the smallest of the regulators’ demands during accelera-
tion and that the transfer between these is smooth. Conversely, it
has selected the largest of the regulators’ demands during decel-
eration. Note that the controller’s output is converted to fuel flow
units �kg s−1� in a module external to the controller to allow for an
easy implementation of different fuels should the model be
adapted in the future to a different configuration, e.g., an industrial
aeroderivative engine. The switchover between regulators is evi-
dent in the next plot: Fig. 7 shows which regulator is controlling
the engine at any moment of time. The numbers along the ordinate
of the plot indicate the active regulator: 1 is the fan speed �LP
shaft� regulator, 8 is the fuel flow increase rate regulator, 4 is the
HP shaft rate of the acceleration regulator, 7 is the maximum fuel
regulator, 15 is the fuel flow decrease rate regulator, 12 is the HP
shaft rate of the deceleration regulator, and 13 is the minimum
fuel regulator. At steady state, until time t=50, the engine is con-
trolled by the fan speed demand regulator, then upon the pilot’s
request at t=50 for an abrupt acceleration, the fuel demand of the
fan speed regulator rapidly ramps up. At approximately t=50.01,
the active regulator is switched over to regulator 8, the fuel flow
increase rate. During the remainder of the acceleration, the engine
is controlled by the HP shaft maximum acceleration rate regulator,
the fuel flow increase rate regulator, and the maxiumum fuel regu-
lator. Finally, toward the end of the acceleration, control is again
switched over to the fan speed regulator. The inverse process oc-
curs after t=105.5, upon engine deceleration: The fuel flow de-
crease rate regulator is the first regulator to take over from fan
speed but is subsequently replaced by the HP shaft deceleration
regulator and the minimum fuel regulator. The overall controller

Fig. 3 Selection logic architecture
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output is a smooth ramp, and engine acceleration proceeds accord-
ingly until maximum thrust has been achieved. This can be seen
clearly in Fig. 8.

4.2 Preventing Integrator Windup. The bumpless transfer
logic in the controller works well, as indeed it must because it is
an inherent property of the architecture of the controller: a mini-
mum and maximum selection logic applied successively to groups
of individual regulators. However, although this bumpless transfer
is inherent to the minimum/maximum selection logic, this switch-
ing between controllers could not in practice occur with just a PI
control for each regulator—each PI regulator must have a proce-
dure in place to prevent the integrator’s output from growing in-
definitely when that particular regulator is not active. This would
otherwise break the logic of the architecture. Consider if the maxi-

mum LP shaft acceleration regulator did not have an integrator
reset in place. Then, while the engine is at steady state, its inte-
grator’s output would grow without bounds and switchover to the
acceleration limit �upon a demand for increased thrust� would
only occur after the maximum acceleration limit had already been
greatly exceeded or not at all if the engine had been running at
steady state for a long enough period of time. A highly effective
antiwindup architecture that ensures that the integrator’s output
does not grow without bounds is shown in Fig. 9. When a regu-
lator is active �it is notified of this by a module that tracks which
is the active regulator�, the switch selector �as seen in Fig. 9� will
pass the regulator’s own signal around the feedback loop, and at
point B the output will be zero and the regulator will see an
unmodified error signal. When the controller is inactive, the
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switch will pass the value of the current active regulator. This is
then fed back via point B, after being subtracted from the signal at
point A and then multiplied by the gain WG—the result is then
subtracted from the error, thereby effectively reducing the error
seen by the inactive regulator and thus reducing its value. When
the output of the active controller is below the regulator’s target,
the tracking will reach a value slightly above that of the active
regulator, and vice versa—when the output of the active controller
is above the regulator’s target, it will rest at slightly below the
active signal �i.e., the regulator’s output will track the active sig-

nal from above and below�. This property, in conjunction with a
maximum and minimum selection logic, is what allows the overall
architecture to function.

The value of the gain WG underpins the operation of the anti-
windup loop. For example, one may wish to know the value of a
regulator when it is inactive and the engine has reached a steady
state—e.g., the condition before an abrupt acceleration. Simple
inspection leads to the following conclusion: the output of an
inactive controller will reach a fixed value when
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fuel flow increase rate regulator, 7 is the maximum fuel flow regulator, 15 is the
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lator, and 13 is the minimum fuel regulator
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�A − C�WG = E

which if rearranged gives the steady state value of A as

A = E/WG + C �37�
It would seem from this that during a steady state operation it is
desirable to have a large WG, so that E /WG tends to zero and A

C, where C is the value to be tracked. Under these conditions, a
maximum limit regulator would track the active regulator’s output
asymptotically from above, while a minimum limit regulator
would track the active regulator’s output asymptotically from be-
low. The requirements for this to occur are readily highlighted
under the assumption of a discrete model �as all simulated models
are, in practice, due to numerical integration� and a single, small,
time step update �t. For a maximum limit, assuming constants E
and C, the change in the value of A over one time step is approxi-
mately

IG„E − �A − C�WG…�t �38�

Since A�C for a maximum limit, the major requirement is that
the value subtracted from A during one time step must be less than

A−C. Consider the worst case scenario of a negligible error value
�since a large error value helps in satisfying the above condition�,

�A − C�WGIG�t 
 �A − C� �39�

simplified to

�tWGIG 
 1 �40�

Similarly, for a minimum limit, since now C�A, the requirement
is that the value added to A during one time step must be less than
C−A, i.e.,

− �A − C�WGIG�t 
 �C − A� �41�

which again reduces to the expression in Eq. �40�,

�tWGIG 
 1 �42�

These considerations may tempt one to arrive at the conclusion
that WG should be as large as possible subject to the above
constraint—but first we need to consider what happens during a
single time step update for a time-varying controller output C,
assuming a constant error E. Under such circumstance,
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Fig. 9 PI controller structure with integrator antiwindup
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A�t + �t� = PGE + I�t� + IG�E − �A�t� − C�t + �t��WG�t

�43�
where

I�t� = IG�E − �A�t − �t� − C�t��WG �44�
The requirement for a maximum limit to retain a margin of safety,
i.e., how much its signal rides above the signal to be tracked, is
then

IG�E�t� − �A�t� − C�t + �t��WG�t 	 �C �45�
Similarly, for a minimum limit,

IG�E�t� − �A�t� − C�t + �t��WG�t  �C �46�

under all conditions. This is aided by a small �t, but too large a
value of WG can indeed lead to the value of A dipping below that
of C when C should rise very rapidly. For the system under con-
sideration, it has been found that this would require very large
values of WG—of the order of 103 or more—and that excellent
tracking of C is achievable with values in the order of 102, with-
out fear of the tracking regulator’s output crossing over C. How-
ever, in general, one must be aware that a safe value of WG de-
pends on the system considered—and, in particular, on the
maximum rate of increase of C and E—and that possible varia-
tions in the time step �t are also of consequence. The implications
of a time-varying error during transients are a logical extension of
the above. In summary, it is not possible to provide an absolute
guarantee that a certain value of WG will be appropriate for all
conditions unless clear boundaries on E, C, and their rate of in-
crease are established. Therefore, the value of WG must, in gen-
eral, be verified for the range of conditions expected.

4.3 Reference Tracking: Requirements and Consequences.
How closely an inactive regulator must track the active regulator
depends on how rapidly switchover must occur. It must not, how-
ever, track the active regulator too closely, thereby providing a
“safety margin” in case of a rapid change in the value of C. Time
for switchover also depends on the size of the gains PG and
IG—with sufficiently large gains it has been found that the time

for switchover is negligible and a good safety tracking margin can
be achieved with no fear of switchover being delayed enough for
any of the regulator limits to be exceeded by more than 1%. It is
clear then that this controller architecture requires extensive vali-
dation and tuning to the dynamics of the controlled plant: The
architecture does not guarantee that no limits will be exceeded
should the plant’s dynamics be significantly faster than those pre-
dicted during testing, although this does not pose a serious prob-
lem for gas turbines, whose dynamics are well known and predict-
able. Furthermore, the presence of multiple regulators also
provides a degree of redundancy.

5 Simulation Issues

5.1 Model Initialization. The model described in this paper
has been developed for the purpose of investigating advanced
strategies for robust fault tolerant aeroengine control. Clearly, it is
of great benefit to provide an implementation architecture that
allows for rapid alteration of the model to simulate faults and
adaptation to different engine configurations if so wished. One
way of doing this is to initialize as much of the model as possible
from scripts. For example, all SIMULINK tables where possible are
initialized using workspace vectors. Scripts can assign initializa-
tion values to all lookup tables, enabling the model to be rapidly
changed if required. In the same way, major parameters can be
made time dependent if their values are provided via “from work-
space” blocks. For the same reason, the scaling of each character-
istic map is performed online as the model runs, with each of the
scaling parameters provided by a workspace variable. The number
of states included in the model is 41.

5.2 Algebraic Loops. Algebraic loops occur if a module re-
quires data from elements downstream. This is a major issue for
the compressors and turbines because outlet pressure data are re-
quired to calculate the pressure ratio across the component and,
thus, via the characteristic map, the component’s mass flow. It is
also good practice to calculate thermodynamic parameters based
on a component’s average temperature �see Sec. 2�, but this re-
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Fig. 10 Thrust response to large throttle demand. Case 2 „top…: from 50% to
98% of the maximum thrust, 15,000 ft „É4500 m…, and Mach number of 0.45.
Case 3 „bottom…: from 60% to 96% of the maximum thrust, 35,000 ft
„É10,000 m…, and Mach number of 0.8.
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quires knowledge of the component’s outlet temperature prior to
its calculation by the simulation module. If these algebraic loops
are not specifically eliminated, the SIMULINK loop solver uses
Newton’s method to iteratively find a solution �30�. Although the
method is robust, it is possible to create loops for which the loop
solver will not converge without a good initial guess for the alge-
braic states. An initial guess for a line in an algebraic loop can be
specified by placing an initial condition �IC� block which is nor-
mally used to specify an initial condition for a signal on that line.
Another way to specify an initial guess is to use an algebaic con-
straint block. An alternative method that is particularly advanta-
geous for the current model is to specify a one-time-step delay by
using a memory block, thereby avoiding the need for iterative
calculations that would slow down the simulation considerably.

Thanks to the use of these delays, the solution can be reached
without the iterative procedure that is generally required for the
solution of the nonlinear equation system. This is made possible
by means of the approximations that are applicable to real-time
gas turbine dynamic models in consideration of the very short
time step used in the simulation.

6 Closed-Loop Performance Validation
Several methods of gas turbine simulation dynamic perfor-

mance validation have been used in the past, e.g., Ref. �2� used
GASTURB �21�, a commercial software dedicated to gas turbine
modeling, and Ref. �7� matches calculated performance to previ-
ously published results �11�.
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The current model and controller have been validated against
dynamic performance data for a comparable engine by analyzing
the resulting closed-loop performance properties for a range of
different pilot thrust demands against the type of responses re-
quired from a real turbofan engine. Some snapshots of the overall
performance of the model and controller can be seen in Figs. 4–8
and 10–14. Figure 4 shows the individual fuel demands of the
active regulators during a pilot request—in this case, an abrupt
increase in thrust demand at SLS to 98% of maximum thrust in
the time span of half a second. Figure 5 shows the active regula-
tors’ demands during a deceleration. Figure 6 shows the final con-
troller demand after the controller’s selection logic has been ap-
plied to the output of all regulators. By comparing this with Figs.
4 and 5, it is apparent that the controller has selected the smallest

of the regulators’ demands during acceleration and that the trans-
fer between these is smooth. Conversely, it has selected the largest
of the regulators’ demands during deceleration. The overall con-
troller output is a smooth ramp, and engine acceleration proceeds
accordingly until the maximum thrust has been achieved. This is
apparent in Fig. 8, which shows the engine’s response to the pi-
lot’s demand: Although the request is abrupt, the engine accelera-
tion is smooth. Although this is not evident in the plot, there is a
slight overshoot and undershoot of about 0.4%, but this is well
within the FAA requirement of a deviation in thrust of not more
than 2% �5� and can be reduced further, although at the cost of an
increase in acceleration time. Plots of characteristic performance
during three test cases are provided �see Figs. 4–8 and 10–14�,
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and these show engine characteristic response at different points
in the operating envelope. The test cases are as follows:

�1� Case 1. SLS: from 40% to 98% of the maximum thrust.
�2� Case 2. Environment conditions: 15,000 ft �4572 m�; Mach

number 0.45. From 50% to 98% of maximum thrust.
�3� Case 3. Environment conditions: 35,000 ft �10,067 m�;

Mach number 0.8. From 60% to 96% of maximum thrust.

Figure 8 shows the response to an abrupt pilot demand at SLS,
and Fig. 10 plots the response to test cases 2 and 3 for a similar
pilot demand, i.e., a request for an abrupt acceleration over a short
time of 0.5 s. Additional plots show some fundamental engine
characteristics during the three test cases: Fig. 11 shows the core
mass flow �exit of fan�, Fig. 12 the HPC discharge pressure, Fig.
13 the HPT inlet temperature, and Fig. 14 the HP shaft speed.

7 Conclusions
This paper has presented details of the design and validation of

a complex nonlinear real-time simulation model for a civil turbo-
fan aircraft engine. The model was developed in a modular fash-
ion using wherever possible the underlying physics and avoiding
empirical approximations. A switched gain-scheduled feedback
controller incorporating bumpless transfer and antiwindup func-
tionality was designed and implemented on the engine model in
accordance with current industrial practice. Together, the engine
and controller cover the full flight envelope and achieve dynamic
performance that closely matches that of a real engine. The con-
trol scheme corresponds closely to current industrial practice and
delivers high-performance tracking of pilot demands while ensur-
ing that the operating constraints of the engine are met at all
times. Future work on this project will focus on extending the
model to include various sources of uncertainty, fault, and failure
scenarios and on extending the control scheme to deliver robust
fault tolerant performance.
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Nomenclature
T � temperature �K�
V � volume �m3�
w � mass of gas stream �kg�

w0 � initial value of mass present in plenum �kg�
ẇ � gas stream mass flow �kg s−1�
R � gas constant �J K−1 mol−1�
R̄ � specific gas constant of the gas stream

�J kg−1 K−1�
cp � specific heat at constant pressure �J kg−1 K−1�
� � ratio of specific heats
� � heat soak time constant �s�

M � metal mass �kg�
q � heat flow �W�
h̄ � average heat transfer coefficient over a surface

�W m−2 K−1�
Tm � metal component average temperature �K�

T̄ � gas stream mean temperature �K�
A � heat transfer area �m2�

cpm � metal specific heat capacity �J kg−1 K−1�
Yd � value of Y established under experimental

conditions
�d � heat soak time constant established under ex-

perimental conditions �s�

�i � isentropic efficiency
�t � turbine isentropic efficiency
� � pressure ratio

Px � power consumption of component x �W�
p � total pressure �all pressures are total pressure

unless otherwise stated� �Pa�
p� � static pressure �Pa�

I � moment of inertia �kg m2�
� � angular velocity �rad s−1�
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Comparative Study of Two Low
CO2 Emission Power Generation
System Options With Natural Gas
Reforming
Two power plant schemes that reduce CO2 emission and employ natural gas reforming
were analyzed and discussed. The first one integrates natural gas reforming technology
for efficiency improvement with an oxy-fuel combined power system (OXYF-REF), with
water as the main work fluid. The reforming heat is obtained from the available turbine
exhaust heat, and the produced syngas is used as fuel with oxygen as the oxidizer. The
turbine working fluid can expand down to a vacuum, producing a high-pressure ratio and
thus more net work. The second system integrates natural gas reforming in a precombus-
tion decarbonization scheme using chemical absorption technology for the CO2 removal
(PCD-REF). The gas turbine is the conventional air-based one with compressor inter-
cooling. Supplementary combustion is employed to elevate the turbine exhaust tempera-
ture and thus achieve a much higher methane conversion rate (96.9%). Both systems
involve internal heat recuperation from gas turbine exhausts, and particular attention has
been paid to the integration of the heat recovery chain to reduce the related exergy
destruction. The systems are simulated and their thermal efficiency, overall and compo-
nent exergy losses, and CO2 removal capacity are compared. The OXYF-REF system has
a higher energy efficiency, of 51.4%, and higher CO2 removal, but the product CO2 has
lower purity, of 84%. The PCD-REF system has a thermal efficiency of 46%, the captured
CO2 is 99% pure, and the CO2 specific emission is 58.5 g /kW h.
�DOI: 10.1115/1.2904895�

1 Introduction

CO2 separation and sequestration is increasingly regarded as an
effective strategy to limit greenhouse gas emissions in fossil-fuel-
based power plants. The main three removal strategies are �1–3�
�1� postcombustion decarbonization, �2� oxy-fuel power systems,
and �3� precombustion decarbonization. Each of these strategies
has some relative advantages and disadvantages, and they all de-
crease power generation efficiency and increase its cost. In this
paper, we propose, analyze, and compare two power systems with
low CO2 emissions, employing natural gas reforming technology
for fuel conditioning, where one of the systems employs the con-
cepts of an oxyfuel system and the other of precombustion decar-
bonization, and compare the thermal performance of these two
different strategies. To place these systems in the context of CO2
removal strategies, a brief overview follows.

Postcombustion decarbonization separates CO2 from the flue
gas; it requires minimal modifications to the power system, but
large gas quantities must be treated because CO2 is diluted by the
large amounts of nitrogen that are introduced with the combustion
air. Chemical absorption of CO2 is considered to be the most
suitable method for this case because of the low CO2 partial pres-
sure �4�.

Oxy-fuel systems are based on close-to-stoichiometric combus-
tion with enriched oxygen and recycled flue gas. The combustion
is thus accomplished in the absence of the large amounts of nitro-
gen, and produces only CO2 and H2O. CO2 separation is accom-
plished by condensing out the water, typically at ambient tempera-

tures, from the flue gas and therefore requires only a small amount
of energy. At the same time, however, a relatively large amount of
energy, 7—9% of the total system input, is needed for the oxygen
production. The main �and the recycled� working fluid commonly
used in the referenced studies is either CO2 �5–10� or H2O
�11–14�. Also, using CO2 as the working fluid, we proposed and
analyzed semiclosed oxyfuel systems with integration of the LNG
�liquefied natural gas� cold exergy utilization �15,16�.

To reduce the oxygen production energy efficiency penalty, new
technologies have been developed, such as chemical looping com-
bustion �CLC� �17–19� and the advanced zero emissions power
plant �AZEP� concept �20,21�. The adoption of these new tech-
nologies shows promising performance because no additional en-
ergy is then necessary for oxygen separation, but they are still
under development �22�.

Precombustion decarbonization is accomplished by conversion
of the fuel to CO- and H2-enriched syngas by partial oxidation
�1,23� or steam reforming �24,25�, followed by a shift process in
which CO is converted to CO2 that is then separated out. Com-
pared to the postcombustion decarbonization from the exhaust, it
allows reduced equipment size and lower energy requirements
because of much lower quantities of the conditioned gas. Depend-
ing on the operational conditions �mainly the pressure and CO2
concentration�, the CO2 removal can be accomplished by either
physical or chemical absorption.

The two low-CO2 emission power generation systems we pro-
pose and analyze in this paper employ natural gas reforming tech-
nology for fuel conditioning but with different fuel conversion
rates, each having a different improvement objective. In the oxy-
fuel semiclosed power system, the steam reforming process is
mainly used for the efficiency improvement by turbine exhaust
heat recuperation. Similar to that in the chemically recuperated
gas turbine �CRGT� cycle �26–28�, it utilizes the turbine discharge
heat to improve the fuel heating value by producing H2. Only a
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medium conversion rate of methane is obtained with the available
turbine discharge temperature, and the fact that the CO2 capture is
accomplished by the oxyfuel combustion method is, as explained
above, an important advantage. Water vapor is employed as the
main working fluid.

In the system with precombustion decarbonization, we employ
the steam reforming �together with shift� process for the CO2
removal. For this reason, supplementary combustion is used to
elevate the turbine exhaust temperature and thus allow a much
higher precombustion methane conversion rate ��95% � to CO2.
This is intended to minimize the amount of CH4 that enters the
combustor and produces CO2 emissions from the plant.

In both system configurations, steam is produced by heat recu-
peration inside the system, both for the reforming process and for
combustion injection. The latter increases the working fluid mass
flow rate for power generation while demanding very little pump-
ing work for the injected �and then vaporized� water pressure
elevation. Particular attention has been paid to the integration of
the turbine exhaust heat recovery with both the reforming and the
recuperation process.

2 Natural Gas Reforming Process
Chemical recuperation is one of the innovative concepts for

improving the performance of natural gas fired gas turbine cycles
�26–28�. The natural gas reforming process absorbs heat from the
turbine exhaust to produce hydrogen, thus converting some of the
turbine exhaust heat into the reforming product heating value.

The reforming process involves the following main reactions
�2�:

CH4 + H2O ↔ CO + 3H2 �H = 206.11 kJ/�mol CH4�

CO + H2O ↔ CO2 + H2 �H = − 41.17 kJ/�mol CO�

CnHm + nH2O → nCO + �m/2 + n�H2

The first reaction is the methane reforming. It is highly endo-
thermic and the methane conversion rate is a function of tempera-
ture, pressure, and steam/methane ratio, as shown in Fig. 1, which
is obtained with ASPEN PLUS software and RK-Soave property
method �29�, assuming chemical equilibrium, for the natural gas
composition given in Table 1.

Low-pressure, high temperature, and high steam consumption
increase the reforming conversion. As pointed out by Lozza and
Chiesa �25�, for power cycles adopting precombustion decarbon-
ization, a methane conversion rate higher than 95% is needed for
over 90% CO2 removal, necessitating large steam consumption

and high temperature operation. The typical gas turbine exhaust
temperature, 550–600°C, is not sufficiently high for elevated
conversion even under low pressure. Therefore, autothermal re-
forming �23� or supplementary firing �24�, in which a fraction of
the natural gas is used as fuel, are necessary to increase the tur-
bine exhaust temperature.

The second reaction is known as the shift reaction. In the pre-
combustion decarbonization scheme, the syngas must be shifted
as it enriches the CO2 concentration for CO2 removal. The third
reaction is the reforming of the heavier hydrocarbons contained in
the natural gas, which is usually considered irreversible.

The situation is quite different from that in the CRGT cycles, in
which turbine exhaust heat is recovered for improving the fuel
heating value by methane conversion to H2 and CO. High conver-
sion of methane is, however, not essential in CRGT because the
unconverted reactants are utilized as fuel. In addition, the methane
conversion rate is very sensitive to the temperature in the mid-
level temperature region �Fig. 1�. Supplementary combustion is
therefore not essential for the CRGT cycles, in which the fuel
conversion is thus based on the available gas turbine exhaust heat
and reaches only a moderate level. High methane conversion rate
is, as explained above, necessary in the system with precombus-
tion decarbonization we propose because the unconverted CH4
would otherwise generate CO2 in the subsequent combustion pro-
cess.

3 Configuration I: The Oxyfuel System Integrated
With Steam Reforming (OXYF-REF)

The conceptual plant configuration analyzed in this section in-
tegrates the CRGT concept with oxyfuel combustion �30�. Heat is
extracted from the turbine exhaust for reforming with a medium
methane conversion rate. An air separation unit is needed to pro-
duce oxygen as the combustion oxidizer. CO2 is removed by wa-
ter condensation and is subsequently compressed for liquefaction
and storage.

The system configuration is shown in Fig. 2. It can be roughly
divided into four sections: reforming process �2-3-4-5-6-7-8�,
power generation, exhaust heat recovery for steam generation �22-
23-24-25�, and CO2 compression and liquefaction �28-30�.

In the reforming process section, the steam and natural gas
mixture �State Point 2� �of 2:1 molar ratio� is preheated to �3� by
syngas heat recovery and enters the adiabatic reactor PRE-REF,
where the heavier hydrocarbons are reformed. The reforming gas
temperature drops due to the endothermality of the process �3-4�,
and it is preheated again before feeding to the reformer REF. The
reformer operates at approximately the combustion pressure
��15 bar�. It may adopt the conventional counterflow design with
the reformer tubes filled with suitable catalyst �such as nickel
catalyst pellets� �26�. The cold-side fuel gases flow through this

Fig. 1 Methane conversion rate predicted by chemical
equilibrium

Table 1 Molar composition and some properties for feed
streams

Natural gas Oxygen Air

CH4 �mol %� 91.18
C2H6 �mol %� 4.41
C3H8 �mol %� 0.1
N2 �mol %� 4.31 2 77.3
O2 �mol %� 95 20.74
CO2 �mol %� 0.03
H2O �mol %� 1.01
Ar �mol %� 3 0.92
Temperature �°C� 25 25 25
Pressure �bar� 40 2.38 1.013
Lower heating value �kJ/kg� 46,300 —
Power consumption for O2
production �kJ/kg�

812
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packed bed. The heat necessary for reforming is provided by the
high-pressure turbine �HPT� exhaust �11-12� flowing on the shell
side. Before feeding to the combustor, the syngas �6� is cooled in
HEX1 and HEX2 to an assumed maximum temperature of 250°C
for preheating the reactants.

The combustion is near stoichiometric with oxygen as the oxi-
dizer. A 2% excess oxygen is assumed. The oxygen is assumed to
be produced in a conventional cryogenic vapor compression air
separation plant with the specific energy consumption of
812 kJ /kg O2 �22�. The combustion product is a mixture of
mainly CO2 and H2O.

The power generation section consists of two gas turbines
�HPT and LPT�, one compressor and one steam turbine �HPST�. It
can be regarded as a combination of a recuperated oxy-fuel gas
turbine cycle with steam injection and a steam Rankine-type
cycle. The recuperated gas turbine cycle provides heat �in 11-12
and 12-13� for the reforming process and for steam generation in
the HRSG. The steam Rankine cycle recovers the exhaust heat
from the gas turbine �GT� cycle and provides steam for both com-
bustion injection �26� and steam reforming �27�. The heat recov-
ery section, including HEX3, HEX4, and HRSG, serves as the
boiler for the Rankine-like cycle.

The HPT flue gas is divided into two streams �Streams 14 and
17�. Stream 14 preheats the Rankine cycle working fluid in HEX4
and then flows to the compressor and combustor of the GT cycle.
Stream 17 further expands in LPT to a fairly low-pressure level
�0.08 bar in this study�, and the water contained is condensed and
partly recycled as the Rankine cycle working fluid �21�. The con-
figuration of the power generation section is basically similar to
the Graz cycle �15�. The arrangement of the higher-pressure
�higher heat capacity� but lower mass flow rate fluid on the Rank-
ine cycle side of the heat recovery section, with the lower-pressure
�lower heat capacity� but higher mass flow rate fluid on the Bray-
ton cycle side, is for reduction in heat transfer irreversibilities in
the heat exchangers.

The combustion-generated CO2 is separated and compressed to
110 bar �29� in a separate seven-stage compressor with intercool-
ing.

4 Configuration II: The Precombustion Decarboniza-
tion Gas Turbine System (PCD-REF)

The GT system with integrated upstream fuel decarbonization
and CO2 removal is shown in Fig. 3. These processes are intended
to reduce the amount of carbon entering the combustor and thus of
the amount of CO2 produced in it. Since the CO2 separation is
performed before addition of the oxidant, air can be used without
the nitrogen-related energy penalties of postcombustion decarbon-
ization. Basically, it has four main sections too: power generation
section, fuel conditioning �reforming and shifting process�, CO2
removal �chemical absorption�, and CO2 compression and lique-
faction.

The power generation section consisted of two-stage compres-
sors �LPC and HPC� with intercooling and one GT. Similar in
principle to the system proposed by Fiaschi et al. in Ref. �24�, it is
based on a recuperative GT power cycle with steam injection �8�
to the combustor, fueled by the CO2-free, H2 enriched, syngas
�32�. The injected steam is produced by heat recuperation from the
compressor intercooling and turbine exhaust. Different from Con-
figuration I in the previous section, the GT uses air �1� as the basic
working fluid.

The fuel conditioning chain consists of one reformer �REF� and
two-stage shift reactors HTS �high temperature shift reactor� and
LTS �low temperature shift reactor�. The reformer works at a rela-
tively lower-pressure level ��6 bar� to avoid the need for large
steam addition. The GT exhaust temperature is not high enough to
obtain a high methane conversion rate. Supplementary combus-
tion �in SC� is thus adopted, which is sustained by excess oxygen
in the turbine exhaust �10� and a fraction of the treated syngas
�31�, to avoid producing CO2. The turbine exhaust �11-12� with
elevated temperature provides heat for the endothermic reaction in
REF. The necessary steam is produced by heat recovery inside the
fuel conditioning section at the natural gas feed pressure �40 bar�.
Before feeding to the reformer, the mixture �22� of the produced
steam and preheated natural gas �in molar ratio of 2:1� is ex-
panded in the expander to the reformer operation pressure and a
temperature of 411°C �23�. The produced syngas composition is
obtained assuming chemical equilibrium at the REF exit at the

Fig. 2 Process flowsheet of Configuration I: OXYF-REF
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temperature set at 900°C. Higher steam/natural gas ratios are not
considered because more heat would have been needed to be ex-
tracted from the turbine exhaust that would have led to lower
combustion inlet temperature �Streams 5 and 8� and to less avail-
able heat for the amine regeneration. The conversion of CO to
CO2 is advanced in two-stage shift reactions �HTS and LTS�. The
shift reactions are exothermic and the heat is recuperated for
steam generation and natural gas preheating �in HEX3, HEX4,
and HEX5�. Before being sent to the CO2 removal section, the
syngas �29� is cooled down to near-ambient temperature, and part
of the water content is removed by condensation.

The CO2 removal section follows the conventional chemical
absorption concept. It consists substantially of an absorber and
stripper �regenerator�. The solution for CO2 absorption is a mix-
ture of water and methyl diethanolamine �MDEA� �40% by mass�,
selected to reduce the reboiler heat duty, as MDEA requires less
heat for regeneration than other amines, monoethanolamine
�MEA� and diethanolamine �DEA�, for example �2�. The rich so-
lution from the absorber is preheated in HEX6 by the lean solu-
tion and regenerated in the stripper by extracting heat from the
turbine exhaust �13-14� downstream of the recuperator HEX2.
The minimal temperature difference in the HEX6 and the reboiler
was chosen to be about 10°C. The largely CO2-free fuel gas from
the top of the absorber feeds the combustor and the supplementary
combustor �SC�. A fuel compressor is necessary to overcome the
pressure loss.

The CO2 compression and liquefaction section is the same as
that in the OXYF-REF system configuration. The CO2 enriched
gas �34� from the top of the stripper is compressed to 84 bar and
liquefied, making liquid CO2 �35� available for storage.

5 Calculation Assumptions and Method
The proposed systems have all been simulated with the ASPEN

PLUS software �29�, in which the component models are based on
the energy balance and mass balance, with the default relative
convergence error �the relative difference between the iteration
used and the one before� tolerance of 0.01%. For example, Tables
4 and 5 are the proof of mass balance satisfaction, and Table 6 is
the exergy balance. The ELECNRTL and the RK-Soave thermo-

dynamic models were selected for the thermal property calcula-
tions for the chemical absorption section and other parts of the
systems, respectively. The ELECNRTL property method is the
most versatile electrolyte property method. It can handle very low
and very high concentrations. It can handle aqueous and mixed
solvent systems. It can deal with any liquid electrolyte solution
unless there is association in the vapor phase.

The RK-SOAVE property method uses the Redlich–Kwong–
Soave �RKS� cubic equation of state for all thermodynamic prop-
erties except liquid molar volume. It is recommended for gas-
processing, refinery, and petrochemical applications. Example
applications include gas plants, crude towers, and ethylene plants.
The RK-SOAVE property method can be used for nonpolar or
mildly polar mixtures. Examples are hydrocarbons and light
gases, such as carbon dioxide, hydrogen sulfide, and hydrogen.
This property method is particularly suitable in the high tempera-
ture and high-pressure regions, such as in hydrocarbon processing
application or supercritical extractions. Reasonable results can be
expected at all temperatures and pressures. It is consistent in the
critical region, although results are least accurate in the region
near the mixture critical point.

The principal reactors �PRE-REF, REF� have been simulated by
the Gibbs reactor �2� available in the ASPEN PLUS model library,
which determines the equilibrium conditions by minimizing Gibbs
free energy. For the chemical absorption section, both absorber
and stripper have been simulated using the RadFrac model in the
ASPEN PLUS library. Some properties of feed streams are reported
in Table 1, and the main assumptions for simulations are summa-
rized in Table 2, and the performance results are reported in Table
3. The calculations use the same natural gas input to provide a
common comparison basis.

Some stream state parameters for both system configurations,
including temperature, pressure, and composition, are presented in
Tables 4 and 5, respectively.

The net system efficiency is defined as

� = ��� WT − � WC − � WP − WASU��mec�gen�/mfLHV

�1�

Fig. 3 Process flowsheet of Configuration II: PCD-REF
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� = ��� WT − � WC − � WP − WASU��mec�gen�/Af �2�

Aloss = � Ain − � Aout �3�

The exergy dead state is 25°C /1.013 bar.
The system boundary is defined to include all units that con-

tribute to the net system efficiency. In the OXYF-REF system, the
process material streams are inflows of fuel �natural gas�, and O2,

outflows of pressurized CO2 and condensed H2O, and cooling
water �in and outflow�. In the PCD-REF system, the inflows and
outflows across the system boundary include all those mentioned
above except the O2 stream; in addition, the process material
streams also include air, the injected water streams for both com-
bustion and reforming, and the flue gas. The energy streams in-
clude electricity output and the power consumed for O2 produc-
tion �only in the OXYF-REF system�. Other energy loss
contributors �include mechanical loss and generator loss� are
taken into account by assuming a 2% reduction in the gross power
output.

6 Exergy Analysis
Using Eqs. �2� and �3�, an exergy analysis was performed to

examine the exergy losses in all system components, and in the
entire system, for obtaining guidance for component and system
improvements. The results for the components are shown in Table
6.

Additional information indicating the exergy effectiveness of
interactions between heat-exchanging components is obtained by
using graphical exergy analysis via the exergy utilization diagram
�EUD� method �31�. In this method, an energy donor and an en-
ergy acceptor are defined in each energy-transformation/exchange
system. For the energy donor and the acceptor, energy change,
expressed as the process enthalpy change �H, is released by the
former and is accepted by the latter, and the corresponding exergy
exchange is expressed as

�A = �H − T0�S �4�

They defined the “availability factor” or the “energy level” E as
the ratio of the exergy change to the enthalpy �energy� change.

E = �A/�H = 1 − T0��S/�H� = 1 −
T0

T
�5�

It is an intensive value and represents the energy quality. We can
calculate E for the acceptor and the donor, expressed as Eed and
Eea, respectively. By plotting Eed and Eea against the transformed
energy �H �or Q in a heat exchange process�, we obtain the
donor-to-acceptor process exergy destruction represented as the
area between these curves.

This method has the following advantages: �i� the area between
the energy donor and energy acceptor curves, Eed and Eea, repre-
sents a characteristic feature of each process equal to the exergy
destruction of the corresponding section of the system, and �ii� the
energy-level difference �Eed−Eea� represents the driving force to
make the process proceed. When its value becomes the smallest, a
pinch point is found at that location.

The E-Q ��H� diagrams of some key processes are shown in
Figs. 4 and 5. It should be pointed out that the system configura-
tions and operating parameters are not necessarily optimal for
each system. A few comments that are valid for the chosen con-
figurations and parameters can be made on the exergy analysis
results.

• While the natural gas input exergy Af was chosen to be the
same for both systems �taken as 100%�, the OXYF-REF
system contains an additional 1.33% amount of exergy input
contained in the O2 stream from the ASU.

• On the output side, it is also noteworthy that the pressurized
CO2 streams separated from each system possess exergy
�corresponding to the reversible work that could have been
produced by isothermal expansion of the pressurized CO2 to
its partial pressure in the environment� amounting to 4.9%
and 4.4% of Af for Systems I and II, respectively. If we
consider the captured high-pressure CO2 stream also as an
exergy-valuable product of the system, the total exergy ef-
ficiencies would be 53.5% and 47.8% for these two systems.

• The combustion-associated exergy loss is, as usual, the
highest loss, amounting to 26.6% in the OXYF-REF system

Table 2 Main assumptions for the calculation

Reformer REF Pressure loss �% of inlet pressure� 5
Minimum heat transfer temperature
difference gas/gas �°C�

23

Prereformer Pressure loss �% of inlet pressure� 3
Shift reactors Pressure loss �% of inlet pressure� 2
Compressors Isentropic efficiency �%� 88

Fuel and O2 compressor efficiency �%� 85
Gas turbines HPT inlet temperature �°C� 1300

HPT isentropic efficiency �%�
�including blade cooling effects�

89

LPT inlet temperature �°C� 400
LPT isentropic efficiency �%� 90
Expander efficiency �%� 85

Steam turbine HPST inlet pressure �bar� 150
HPST isentropic efficiency �%� 90

Combustor Excess O2 �%� �in the oxyfuel system� 2
Pressure loss �% of inlet pressure� 3
Maximum fuel temperature �°C� 250

Heat exchangers Pressure loss �% of inlet pressure� 1
Minimum heat transfer temperature
difference gas/gas �°C�

20

Minimum heat transfer temperature
difference gas/liquid �°C�

15

Chemical
absorption
system

Absorber pressure �bar�
Stripper pressure �bar�
Minimum heat transfer temperature
difference �°C�

5.5
1.8
10

Multistage
compressor for
CO2 compression

Number of stages 7
Stage isentropic efficiency �%� 80
Intercooler temperature �°C� 35

Pump Efficiency 85
Ambient state Temperature �°C� 25

Pressure �bar� 1.013

Table 3 Performance summary and comparison

Configuration OXYF-REF PCD-REF

Natural gas molar flow rate �kmol/h� 3600 3600
Air mass flow rate �kg/s� — 610
O2 mass flow rate �kg/s� 68.47 —
Combustor steam injection rate �kg/s� 71.6 59.3
Methane conversion rate �%� 47.12 96.88
Supplementary fuel fraction �%� — 29.1
HPT power �MW� 548.13 600.36
LPT power �MW� 88.59 —
HPST power �MW� 64.16 —
Expander power �MW� — 29.98
HPC power �MW� 173.48 135.05
LPC power �MW� — 99.97
Fuel compressor power �MW� — 10.93
Water pump power �MW� 1.987 0.166
MDEA pump power �MW� — 0.244
CO2 compression power �MW� 36.68 10.64
O2 production work �MW� 55.59 —
O2 compression work �MW� 15.31 —
Generator and mech. loss �MW� 8.36 7.47
Net power output �MW� 409.47 365.87
Natural gas LHV input �MW� 796.61 796.61
Energy efficiency �%� 51.40 45.93
CO2 specific emission �g/kW h� 0.0 58.5
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and to 29.2% of Af in the PCD-REF system. The higher
latter loss is because �cf. Ref. �32�� one of the two combus-
tors, SC, operates at a lower temperature than the combustor
in the former system and because the mass flow rate through
the combustors in the latter system is higher.

• The reforming section includes the reactors and the heat
exchangers. The syngas heat is largely recuperated inter-
nally by preheating the reactants. The EUDs in the reform-
ing section are shown in Figs. 4�a� and 4�b�, and the exergy
loss represented by the shaded area is obviously larger in the
PCD-REF system. In the OXYF-REF system, the reformer
has two sections: the adiabatic section 5-5� and endothermic
section 5�-6. The reaction in PRE-REF is also adiabatic,
with limited conversion rate. The adiabatic reactions in both

PRE-REF �3-4� and REF �5-5�� each are designed to un-
dergo a temperature drop of nearly 100 °C to allow the
turbine exhaust to be cooled to a low value, so that to in-
crease both the exhaust heat recovery for reforming and the
final reforming temperature. The exergy loss is found to be
16.8 MW, which is about 2% of the natural gas input exergy
Af. In the PCD-REF system, the reforming process requires
a higher heat input because of the high reforming tempera-
ture of 900 °C. Compared to 107 MW in the OXYF-REF
configuration, the heat duty of REF is 286 MW here, lead-
ing to larger exergy loss in REF. The syngas heat is recu-
perated by feedwater and natural gas preheating in HEX3,
HEX4, and HEX5 that are included in the reforming section

Table 4 Main stream states of the OXYF-REF system „the state point numbers refer to Fig. 2…

No.
T

�°C�
P

�bar�
m

�kg/s�

Molar composition �%�

CH4 C2H6 H2 CO CO2 H2O O2 N2 Ar

Reforming section
2 192.3 16.95 53.24 30.4 1.5 66.7 1.4
3 550 16.8 53.24 30.4 1.5 66.7 1.4
4 453.8 16.35 53.24 28.7 9.9 0.1 2.8 57.2 1.4
5 639.7 16.2 53.24 28.7 9.9 0.1 2.8 57.2 1.4
6 740 15.6 53.24 11.9 43.8 6.6 6.3 30.3 1.1
8 250.3 15.45 53.24 11.9 43.8 6.6 6.3 30.3 1.1

Power generation section
10 1300 15 471.06 11 86.9 0.4 0.9 0.7
11 763.4 1.05 471.06 11 86.9 0.4 0.9 0.7
12 649.3 1.04 471.06 11 86.9 0.4 0.9 0.7
17 400 1.03 193.32 11 86.9 0.4 0.9 0.7
18 134.3 0.082 193.32 11 86.9 0.4 0.9 0.7
25 620.8 150 107.62 100
26 292 16.95 71.59 100

CO2 compression
28 35 0.08 74.29 39.8 52.7 1.6 3.4 2.5
29 35 110 50.40 84 0.2 3.3 7.2 5.3

Table 5 Main stream states of the PCD-REF system „the state point numbers refer to Fig. 3…

No.
T

�°C�
P

�bar�
m

�kg/s�

Molar composition �%�

CH4 C2H6 H2 CO CO2 H2O O2 N2 Ar

Power generation section
1 25 1.013 610 0.03 1.0 20.7 77.3 0.9
5 600 15.45 610 0.03 1.0 20.7 77.3 0.9
8 600 15.45 59.3 100
9 1300 15 679.03 0.3 24.3 11.5 63.1 0.7

10 658.8 1.06 679.03 0.3 24.3 11.5 63.1 0.7
11 935.2 1.04 683.03 0.4 28.1 9.1 61.7 0.7
12 633 1.03 683.03 0.4 28.1 9.1 61.7 0.7
13 233.2 1.02 683.03 0.4 28.1 9.1 61.7 0.7
14 124 1.013 683.03 0.4 28.1 9.1 61.7 0.7

Fuel conditioning section
22 629.4 40 53.24 30.4 1.5 66.7 1.4
23 410.9 6.3 53.24 30.4 1.5 66.7 1.4
24 900 6.1 53.24 0.6 61.5 16.3 3.4 17.3 0.9
26 493.9 5.95 53.24 0.6 69.7 8.1 11.5 9.2 0.9
28 256.9 5.8 53.24 0.6 77.4 0.4 19.3 1.4 0.9

CO2 removal section
30 35 5.7 52.63 0.6 78 0.4 19.4 0.8 0.9
31 48.8 5.5 4.0 0.6 94.5 0.5 1.4 2 1.1
32 178.7 15.45 9.73 0.6 94.5 0.5 1.4 2 1.1
34 35 1.8 38.79 0.4 96.3 3.2 0.1
35 35 83.69 38.35 0.4 99 0.5 0.1
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too, to reduce the HTS and LTS inlet temperatures to
400 °C and 160 °C. As shown in Fig. 4�b�, the exergy loss
in HEX5 is relatively large because of the poor thermal

match with the isothermal steam evaporation process. The
total exergy loss in the reforming process is 41.9 MW, ac-
counting for 5% of the natural gas input exergy Af. As in-
dicated by the EUD, a way to reduce the exergy losses is to
reduce the difference between Eed and Eea. Smaller �Eed

−Eea� means a closer match between the energy donor and
acceptor. In a heat exchange process, this would be accom-
plished by choosing a smaller average heat transfer tempera-
ture difference, which also leads to the need for larger heat
transfer area or/and higher heat transfer coefficients and thus
higher cost.

• We now examine the exergy losses in the heat recovery
sections, composed of several heat exchangers, of both sys-
tems. In the OXYF-REF system, Fig. 5�a� is the EUD of the
water preheating and steam generation process in HEX3,
HEX4, and HRSG, and the related exergy loss was com-
puted to be about 43 MW, 5.1% of the total natural gas
exergy input. Part of the HPT flue gas is directly recycled �at
Point 14 in Fig. 2� to the compressor and then to the com-
bustor, its sensible heat is mainly utilized to preheat water
�in HEX4�, and this also helps to reduce the compressor
power consumption; therefore, the recycle fraction
�m14 /m13� is determined by the heat demand of the water
side considering the minimal heat transfer temperature dif-
ference, and it also has influence on the compressor power
consumption and the turbine power output. The recycled
fraction is found to be 59% in this calculation, which means

Table 6 Exergy analysis results and comparison

Configuration

OXYF-REF PCD-REF

MW % MW %

Exergy input
Natural gas 843.41 100 843.41 100
O2 feed stream 11.25 1.33

Exergy output
Net power output 409.5 48.55 365.87 43.38
Energy for O2 production 55.59 6.59
CO2 stream 41.48 4.92 37.42 4.44

Exergy loss
Combustor 224.01 26.56 245.88 29.15
Reforming process 16.83 2.0 41.93 4.97
Turbine HPT/LPT/ST/expander 31.62 3.75 27.23 3.23
Compressors �including O2 compressor� 9.99 1.18 17.08 2.03
Heat exchangersa 43.11 5.11 27.64 3.28
Chemical absorption — — 33.57 3.98
CO2 compression 15.49 1.84 3.52 0.42
Flue gas — — 35.05 4.16
Mechanical and generator losses 8.36 0.99 7.47 0.89

aHEX1, HEX2 and HRSG in OXYF-REF; HEX1 and HEX2 in PCD-REF

(a)

(b)

Fig. 4 „a… EUD in the reforming section of the OXYF-REF cycle
and „b… EUD in the reforming section of the PCD-REF cycle

(a)

(b)

Fig. 5 „a… EUD in the turbine exhaust heat recovery process of
the OXYF-REF cycle and „b… EUD in the heat recovery process
of the PCD-REF cycle

Journal of Engineering for Gas Turbines and Power SEPTEMBER 2008, Vol. 130 / 051701-7

Downloaded 02 Jun 2010 to 171.66.16.107. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



that the working fluid mass flow rate of LPT is 41% of that
of HPT.

In the PCD-REF system, besides providing heat for the reform-
ing and recuperation �in HEX2�, the turbine exhaust also sustains
the reboiler heat duty. The reformer REF, the recuperator HEX2,
and the reboiler are configured in a cascade according to the tem-
perature levels, intending also to reduce the heat transfer related
exergy destruction. The reformer is upstream of the SC exhaust,
taking advantage of the possibly highest temperature available
�11-12�. The recuperator HEX2 produces steam for combustion
injection and also preheats the combustion air �and steam� to
600 °C. The steam injection rate �the mass flow rate ratio between
the injected steam and the compressor inlet air� is 9.7% in this
calculation. Larger steam injection is favorable to the global en-
ergy efficiency, but would lead to less heat available to the re-
boiler.

Downstream the cascade, the exhaust heat �13-14� is used for
regeneration of amine in the CO2 removal section. The exhaust
gas enters the reboiler at 233 °C and leaves at 124 °C, providing
90.2 MW heat for the amine regeneration. The exhaust heat re-
covered percentages in REF, HEX2 and the reboiler are 39.4%,
48.2%, and 12.4%, respectively.

Figure 5�b� is the EUD for the reboiler REB, HEX1, and HEX2
in system PCD-REF. The match between the isothermal heat sink
of steam evaporation and the sensible heat resource of GT exhaust
gas leads to relatively large exergy loss �23.2 MW� in HEX2. The
total exergy losses in HEX1 and HEX2 are found to be 27.6 MW,
accounting for 3.3% points of the fuel exergy input Af. As men-
tioned before, the exergy loss in the heat exchangers can be re-
duced with smaller �Eed−Eea�. This can be accomplished by pa-
rameter optimization or rearrangement of the match between the
energy donor and acceptor �configuration optimization�.

• In the power generation section, the turbine related exergy
loss is 31.6 MW in the OXYF-REF system, slightly larger
than that in the PCD-REF system, because of the higher
power output. However, the compressor-related exergy loss
in the PCD-REF system is 7 MW larger than that in the
OXYF-REF system because more working fluid is treated,
resulting in higher compression work demand. The turbine
and compressor exergy loss can be reduced if more efficient
components are employed.

• In the OXYF-REF system, about 55.6 MW power �6.6% of
the natural gas exergy input� is used for O2 production, and
this is treated as an exergy outflow from the system.

• The PCD-REF system employs a chemical absorption sec-
tion for CO2 removal. The related exergy loss includes the
absorption, amine regeneration �in REB�, heat exchange,
and the remaining processes, and is found to be 33.6 MW,
accounting for 4% of the total exergy input. The turbine flue
gas exhausts �State 14� at a temperature of 124 °C, after
providing heat to the reboiler, lead to a 35 MW �4.2% of Af�
loss to the environment. The relatively high exhaust tem-
perature is mandated by the heat transfer temperature differ-
ence in REB. The flue gas exergy loss can be reduced by
further utilization of the exhaust heat for heat production.

7 Overall Performance Comparison and Discussion
We recall now that the two system configurations differ in sev-

eral ways, basically based on the different CO2 removal strategies
�Table 7�. OXYF-REF and PCD-REF have, respectively,

• different working fluids: the mixture of H2O /CO2 and air
• different system configurations in the power generation sec-

tion: a combined gas/steam cycle and a recuperated GT
cycle

• different operation parameters: most notably different REF
operation conditions and different turbine exhaust condi-
tions, where in the OXYF-REF system, the turbine working
fluid can expand down to a vacuum, significantly enlarging
the overall working pressure region

7.1 Power Generation Section. The OXYF-REF system has
a net power output of 409.5 MW, with an energy efficiency of
51.4%. Most of the power �78.2%� is generated by the HPT GT.
The compressor consumes more power than that produced by the
LPT and HPST turbines.

The CO2 multistage compressor power demand is 36.7 MW,
which is much higher than that for the PCD-REF system, because
of the larger amount of the gases compressed and the presence of
a large quantity of noncondensable gases.

The energy consumption for O2 production and compression is
70.9 MW, which accounts for 8.9% of the total system energy
input.

The PCD-REF system has a net power output of 365.9 MW,
lower by about 10.6% than that of the OXYF-REF system, largely
because only 71% of the fuel gas feeds the combustor, with the
remaining 29% used for the SC needed to support the reforming,
resulting in an overall energy efficiency of 45.9%. This efficiency
is higher by �3% points than the efficiency reported in Ref. �24�
for a similar recuperative GT cycle but with atmospheric pressure
reforming, and approaches the 46%–48% efficiencies reported for
the gas/steam combined cycle configurations proposed in other
studies �1,2,25�. As to the PCD-REF system, it is noteworthy that
it can be regarded as a combined gas/steam turbine cycle �since
steam is injected into the combustor� with some of its advantages
but having a much simpler configuration.

7.2 Fuel Conditioning Section. The methane conversion rate
depends on the reforming conditions. The reformers work at dif-
ferent pressures and temperatures in each of the two systems, but
with the same steam/natural gas molar ratio. In the OXYF-REF
system, the reformer products exit at a temperature of 740 °C,
restricted by the turbine exhaust temperature �which is higher than
that of the conventional air-based GT exhaust because of the dif-
ferent working fluids�. It achieves a medium methane conversion
rate of 47.1%. The syngas molar compositions are 43.8% H2,
6.3% CO2, 6.6% CO, 11.9% CH4, and 30.3% H2O. The CO2 and
H2O compositions were then elevated to 11% and 87% by com-
bustion in COM.

In the PCD-REF system configuration, a methane conversion
rate of 96.9% is achieved, the high value attributed to lower re-
forming pressure and the supplementary combustion in SC. Such
supplementary combustion typically has a negative effect on the

Table 7 The CO2 enriched mixture composition after the multistage compression

Configuration
State
point

T
�°C�

P
�bar�

Vapor
fraction

Mass flow rate �kg/s�/molar composition �%�

CH4 CO2 H2O O2 N2 Ar

OXYF-REF 29 35 110 1 44.14 /84 0.037 /0.2 1.27 /3.3 2.4 /7.2 2.55 /5.3
PCD-REF 35 35 83.7 0 0.062 /0.4 38.19 /99 0.079 /0.5 0.013 /0.1
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overall efficiency because the associated supplementary fuel en-
ergy is not fully exploited for power production and is used only
at a lower temperature level. In this analysis, this supplementary
fuel fraction is 29%. 97.5% of CO in the syngas was converted to
CO2 after the two-stage shift process. Compared to the first con-
figuration, the syngas after CO2 removal is much more enriched in
H2 �with a molar fraction of 94.5%�, leading to a very high heat-
ing value of this clean fuel.

7.3 CO2 Removal/Compression Section. In the multistage
CO2 compressor, water is removed after each stage of intercool-
ing. In the OXYF-REF system, the captured CO2 stream is a
gaseous mixture at 110 bar /35 °C. In the PCD-REF system, the
captured CO2 stream is in the liquid state already at
84 bar /35 °C.

As shown in Table 7, the CO2 volume content in the OXYF-
REF system configuration is 84%; the O2, N2, and Ar amount to
15.8%, mainly depending on the oxygen purity, natural gas com-
position, and the excess oxygen rate beyond the stoichiometric
combustion. Further purification might be required to remove
some of the gas components prior to transportation and storage.
According to Ref. �22�, purifying CO2 would incur a power cycle
efficiency reduction up to 0.4% points and would add to the over-
all cost. Davison �33� mentioned an oxy-fuel natural gas fired
combined cycle plant in which the flue gas with a CO2 concen-
tration of 88 mol % dry basis is compressed and the CO2 concen-
tration is increased to 96 mol % by a cryogenic unit for removal
of inert gases that is integrated with the compression unit. In this
paper, the mixture is compressed to 110 bar, and the presence of
the noncondensable species increases the compression power re-
quirement. Further purification and its effect were not taken into
consideration, and the calculation indicates that the pressurized
stream can be liquefied at a near-ambient temperature of 16.5 °C.
Assuming 100% capture, the final liquid pure CO2 mass flow rate
is 44.1 kg /s. However, a trace amount of CO2 will in any case be
dissolved in the water.

In the PCD-REF system configuration, the CO2 molar compo-
sition of the absorber feed stream is 19.4% and reduced to 1.4% in
the fuel gas after CO2 removal. The removal efficiency of the
chemical absorption is 90.9% �Table 8�, and it increases by in-
creasing the heat input to the reboiler. The actual captured CO2 of
38.2 kg /s is 86.5% of that in the OXYF-REF system. The total
CO2 emission �does not include those introduced with air� in the
flue gas plus those escaped from the chemical absorption is
5.95 kg /s, making the specific emission of 58.5 g /kW h, com-
pared, e.g., to 41–43 g /kW h reported in Refs. �1,2,25� with com-
bined cycle configurations and 155 g /kW h in Ref. �24� adopting
a recuperative GT cycle. It is noticed that 13.6% of the uncon-
verted CH4 �mass flow rate of 0.062 kg /s� was removed together
with CO2 in the chemical absorption plant, which takes account of
�0.4% of the total CH4 input to the system. This fraction of CH4
will be released during the CO2 liquefaction process and is lost for
both power generation and CO2 capture. Since methane has a
greenhouse effect that is 20–30 times higher than that of CO2 for
the same concentration, it is important to minimize its release to
the atmosphere. Methane emissions in the proposed systems are,

however, not higher than methane emissions from any other
power generation system that uses methane as fuel and chemical
absorption for CO2 capture.

7.4 Technology Considerations. The hardware challenge as-
sociated with the oxyfuel system is mainly the CO2 /H2O turbine.
The mixture of CO2 /H2O has different expansion characteristics
than the combustion gas in conventional GTs, resulting in higher
exhaust temperatures for the same pressure ratio and turbine inlet
temperature. The optimal pressure ratio is also higher than that for
the air-based turbines. The CO2 /H2O turbine calls for a new de-
sign since the existing turbines cannot be easily adapted to the
new working fluid.

The combustor is another technological challenge for both the
oxyfuel system and the one with precombustion decarbonization.
For the oxyfuel system, it involves the combustion in a pure oxy-
gen environment. A review about the oxyfuel combustion technol-
ogy was given in Ref. �34� but focused on coal based systems.
Another one by Pronske et al. �35� summarized the development
of oxyfuel turbine and combustor technology by the Clean Energy
Systems �CES� company and Siemens Power Generation for the
300–600 MW coal syngas plant with zero emissions.

For the precombustion capture plant with reforming, the major
problem of the combustor is NOx emission control when burning
hydrogen-enriched fuel, which has very high heating value and
flame temperature. Premixed combustion is difficult to apply for
hydrogen combustion due to its high reactivity. Some studies sug-
gested that fuel dilution with steam or nitrogen, accompanied with
certain efficiency loss, might be a feasible solution �36�.

The technological difficulties are different for the reformers in
the two configurations. In the environments containing carbon and
hydrogen compounds in the critical temperature range of about
400–800°C, metal dusting can potentially be a severe corrosion
problem �37�. Some known techniques to minimize the effects of
metal dusting include additional steam injection and preoxidation
to build and maintain a stable, adherent, healable oxide surface
layer on the exposed metal surfaces. In the OXYF-REF system,
the reformer is susceptible to metal dusting because it produces
syngas at the temperature of 740°C, which may necessitate the
use of materials that exhibit good resistance to metal dusting at-
tack. The metal dusting is avoided in the PCD-REF configuration
by designing the operation to take place above the critical tem-
perature range. However, the high temperature reformer in the
PCD-REF configuration may cause some technological difficulties
too, mainly the material stress, operation lifetime and cost, etc. In
this study, the temperature above 900°C is used to obtain a de-
sired conversion rate with limited steam addition. The pressurized
reforming process is used, and it allows reduced equipment size.
Considering the great influence of the pressure on performance
and hardware, a thermoeconomic comparison with an atmospheric
reforming process would be useful.

Another technological issue in the PCD-REF system is associ-
ated with the entrainment of amine traces �MDEA� by the clean
synfuel, which may be corrosive to the turbine blades and com-
bustor. The calculation results from ASPEN PLUS indicate that the
residual MDEA mass fraction in the clean fuel is 2 ppm. The
negative effect of such a small amount is assumed in this study to
be negligible; so, further processes/equipment for removing these
trace amounts were not considered. Prevention of the amine con-
tamination requires an adequate design of the amine droplet sepa-
ration system, as addressed in Refs. �23,24�.

8 Concluding Remarks
Steam reforming is an effective strategy for CO2 capture from

natural gas fuel power plants. Chemical recuperation for fuel con-
version is also considered to result in higher plant efficiency than
the conventional physical recuperation with heat transfer.

The paper presented two novel systems that integrate steam
reforming, one with oxyfuel cycle technology that eliminates

Table 8 Main results for the CO2 removal section in the PCD-
REF system

Solvent mass flow rate �kg/s� 500
Reboiler heat duty �MW� 90.2
Absorber feed CO2 �kg/s�/�mol %� 42 /19.4
CO2 in the fuel gas �kg/s�/�mol %� 2.43 /1.4
CO2 in distillate �kg/s� 38.19
Removal efficiency �%� 90.9
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air-N2 input to the GT working fluid and thus allows simple sepa-
ration of the CO2 from its exhaust, and the other with precombus-
tion decarbonization technology employing chemical absorption,
for CO2 removal in natural gas fired power plants. The two sys-
tems were then thermodynamically simulated and compared. To
increase efficiency, they both employ high temperature internal
combustion, with steam injection into the combustor.

Considering that 100% of the CO2 was captured, the OXYF-
REF system is better in that respect than the PCD-REF one, but
the captured CO2 is mixed with other gases, and emerges in gas-
eous state at a concentration of 84%. Additional energy would
hence be necessary for its further purification and liquefaction,
and the penalty to the overall efficiency is estimated to be 0.4%
points in Ref. �22�; this effect is not considered in this analysis.
The PCD-REF has a 58.5 g /kW h specific CO2 emission, achiev-
ing 86.5% CO2 removal that is thus lower than the 100% removal
for the oxyfuel system. The captured CO2 is, however, at high
purity of 99% and in liquid state. In PCD-REF, 10% of the un-
captured CO2 escapes with the flue gas and 3% remains unsepa-
rated from the amine during the stripping process using the re-
boiler. In this calculation, the reboiler heat demand is fully
sustained by the turbine exhaust heat recovery and is restricted by
the minimal temperature difference in the reboiler.

The PCD-REF system, which employs a recuperated GT cycle,
has a global energy efficiency lower by 5.4% points than that
found for the OXYF-REF combined system, mainly due to addi-
tional fuel demand for the supplementary firing. Its efficiency of
46% is, however, comparable to some other systems employing a
combined gas/steam cycle configuration.

As to the hardware requirement, the OXYF-REF system in-
cludes an air separation unit, consuming about 7% of the total
system energy input. It also employs an additional turbine, a HP
steam turbine for additional power generation. The PCD-REF sys-
tem employs a more complicated fuel conditioning section with
two-stage shift reactors and a chemical absorption unit for CO2
removal. It achieves the energy efficiency of around 46% without
inclusion of a closed steam cycle �thus eliminating steam turbine,
condenser, and associated hardware�. An economic analysis was
not performed but is obviously necessary for a more comprehen-
sive comparison.

The turbine exhaust heat is largely recuperated internally in
both configurations. The heat recovery chains were carefully ar-
ranged to reduce the heat transfer related exergy destruction. An
exergy analysis was performed to examine the exergy losses in all
system components and in the entire system, also with the aid of
the EUD method, for obtaining guidance for component and sys-
tem improvements. It is found that the system exergy efficiencies
�based on the electricity generated� are 48.6% for OXYF-REF and
43.4% for PCD-REF. The OXYF-REF system has lower exergy
losses in both the combustion and reforming processes, but the O2
production energy consumption is 6.6% of the fuel exergy input.
Comparatively, the PCD-REF system has an additional exergy
loss of 4% of Af in the chemical absorption process and also has
a flue gas related exergy loss of 4.2% of Af.
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Nomenclature
A � exergy �kW�
E � �A /�H, Eq. �5�
H � enthalpy �kW�

LHV � lower heating value �kJ/kg�
m � mass flow rate �kg/s�
P � pressure �bar�
T � temperature �°C�

Q � heat duty �MW�
W � power �MW�
� � exergy efficiency �%�
� � energy efficiency �%�

Subscripts
0 � ambient state

1,2,…,35 � states on the cycle flow sheet
ASU � air separation unit

C � compressor
ea � energy acceptor
ed � energy donor

f � fuel
gen � generator

in � inlet
mec � mechanical
out � outlet

P � pump
T � turbine

Component
COM � combustor
HEX � heat exchanger
HPC � high-pressure compressor

HPST � high-pressure steam turbine
HPT � high-pressure gas turbine

HRSG � heat recovery steam generator
HTS � high temperature shift reactor
LPC � low-pressure compressor
LPT � low-pressure gas turbine
LTS � low temperature shift reactor

PRE-REF � prereformer
REF � reformer
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System Study on Partial
Gasification Combined Cycle
With CO2 Recovery
A partial gasification combined cycle with CO2 recovery is proposed in this paper. Par-
tial gasification adopts cascade conversion of the composition of coal. Active composi-
tion of coal is simply gasified, while inactive composition, that is char, is burnt in a boiler.
Oxy-fuel combustion of syngas produces only CO2 and H2O, so the CO2 can be sepa-
rated through cooling the working fluid. This decreases the amount of energy consump-
tion to separate CO2 compared with conventional methods. The novel system integrates
the above two key technologies by injecting steam from a steam turbine into the combus-
tion chamber of a gas turbine to combine the Rankine cycle with the Brayton cycle. The
thermal efficiency of this system will be higher based on the cascade utilization of energy
level. Compared with the conventional integrated gasification combined cycle (IGCC),
the compressor of the gas turbine, heat recovery steam generator (HRSG) and gasifier
are substituted for a pump, reheater, and partial gasifier, so the system is simplified
obviously. Furthermore, the novel system is investigated by means of energy-utilization
diagram methodology and provides a simple analysis of their economic and environmen-
tal performance. As a result, the thermal efficiency of this system may be expected to be
45%, with CO2 recovery of 41.2%, which is 1.5–3.5% higher than that of an IGCC
system. At the same time, the total investment cost of the new system is about 16% lower
than that of an IGCC. The comparison between the partial gasification technology and
the IGCC technology is based on the two representative cases to identify the specific
feature of the proposed system. The promising results obtained here with higher thermal
efficiency, lower cost, and less environmental impact provide an attractive option for
clean-coal utilization technology.
�DOI: 10.1115/1.2938273�

1 Introduction
Clean-coal technologies have been the general orientation of

coal-fired power plants, and the coal-fired combined cycle is a
potential technology for clean conversion of coal, which has made
it a subject of interest to researchers worldwide �1–6�. The inte-
grated gasification combined cycle �IGCC� and pressurized fluid-
ized bed combined cycle �PFBCC� have shown outstanding ad-
vantages and potential advancements, but they also have severe
flaws �3�. The IGCC system provides higher efficiency, better en-
vironmental protection, and easy integration with other technolo-
gies to form multifunctional energy systems. However, the IGCC
system is complex and involves the addition of large pieces of
hardware to power plants, which results in higher investment
costs. In contrast, the PFBCC system is relatively simple in terms
of plant configuration and emission control, resulting in lower
investment costs. The first-generation PFBCC system does not
allow the use of high-temperature high-efficiency gas turbine due
to a limitation on the highest cycle temperature of the combustion
bed, and though the initial temperature of second-generation
PFBCC system has been improved by adding a topping combus-
tion chamber, the difficult problem of solid particles and alkali
metals of fuel gas harming the gas turbine has still not been over-
come. Furthermore, IGCC and PFBCC systems cannot effectively
separate and sequester CO2. Therefore, research on a novel coal-
fired combined cycle system, synthesizing the advantages of
IGCC and PFBCC and eliminating their disadvantages, will be

extremely important in the future. The partial gasification com-
bined cycle is an advisable choice, and in recent years, it has been
widely studied by researchers in many countries �4–7�. However,
a related study is still in the stage of conceptual design, and a
system with excellent synthetical performance has not been found.

The present paper is devoted to integrating a new system of
partial gasification combined cycle with CO2 recovery on the ba-
sis of analysis of related technologies, such as the IGCC, PFBCC,
and GRAZ cycle �8,9�, and to fully analyzing the new system’s
thermodynamic performance.

2 Description of the System
Figure 1 shows the plant scheme of the partial gasification com-

bined cycle with CO2 recovery. This system mainly includes sev-
eral subsystems, which are partial gasification subsystem, gas tur-
bine subsystem, boiler subsystem, and CO2 treatment subsystem.
Coal is partially gasified and produces syngas and char. The char
is burnt in a boiler to produce superheated steam. The syngas is
burnt with pure oxygen in the combustor to produce high-
temperature work fluid. The rankine and Brayton cycles are inte-
grated by injecting steam from Rankine cycle to Brayton cycle.
CO2 produced by syngas can be separated by cooling. The de-
tailed description of the system is as follows.

A partial gasifier—a fluidized bed gasifier �A�—is fed by coal
�1�, steam �2� extracted from a high-pressure steam turbine �HPT�
�V�, sorbent, �3� and oxygen �4�. The oxygen comes from a low-
pressure air separate unit �ASU� �T� outlet and is further com-
pressed by a compressor �U�. It should be noted that air �43� piped
to the ASU produces not only oxygen �44� but also a nitrogen �45�
by-product. In the fluidized bed gasifier, coal is converted into two
products—syngas �5� and char �6�. The depressurized char and
particulate �11� from a cyclone �C� are burnt with air �39� as
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oxidant in a boiler �R�, and the air is compressed in a compressor
�S� fed by air �42�. In the boiler, the superheated steam �38� is
produced, and slag �41� and exhaust gas �40� are discharged.
Steam �38� along with steam �9� from a syngas cooler �B� is
expanded in the HPT �V�, and then the expanded steam �23� is
heated in a reheater �J� and injected into a combustion chamber
�H�. Raw syngas �7� exiting the syngas cooler is processed
through the cyclone, a hydrolyzer �D�, a dry desulfurizer �E�, and
a scrubber �F� in order to obtain clean syngas �14�. Oxy-fuel com-
bustion of the clean syngas, together with the stoichiometric mass
flow of oxygen �19�, occurs in the combustion chamber with the
injection of steam �18�, and the products �17� are CO2 and H2O.
The high-temperature working fluid �17� is expanded primarily to
a pressure of 1.055 bar in a high-temperature gas turbine �HTT�
�I�. Due to the addition of the steam in the combustion chamber,
the steam content in the working fluid increases to about 92.3%. It
is evident that a further expansion down to condenser pressure
would not end at a reasonable condensation point for the water
component, so the hot exhaust gas is cooled in the following
reheater to heat feed water �22� and the steam of the HPT outlet
�23�. After this, it is further expanded in a low-temperature gas
turbine �LTT� �K� to a condenser pressure of 0.08 bar. In the
condenser �L�, CO2 is separated automatically by water conden-
sation. The unwanted water �34� of the cycle is discharged after a
pump �O�, while the rest �35� is preheated in a reheater �P�. In
order to remove dissolved gases �N2, O2, and CO2� in the feed
water, the deaerator �W� is arranged in front of the feed pump.
The feed water �36� is heated close to saturation temperature in
the deaerator using the steam �47� from the reheater �J�. The de-
aerated water is piped to the boiler, the reheater �J�, and the scrub-
ber, respectively. In the reheater �J�, a part of the water �8� is piped
to the syngas cooler, while the other �24� is piped to an appropri-
ate position of the boiler and converges with the heated feed water
�37�. Because water and other impurities are present in CO2 �29�
in the condenser, it is compressed to 70 bars by an intercooled
compressor �M� and the water �30� is separated, and then CO2
�31� is further cooled by a refrigeration machine �N� to obtain
liquid CO2 �32� and the other mixed gas �33�.

3 Thermodynamic Performance
From the above description shown in Fig. 1, the idea of cascade

conversion of coal was used to construct a new system. The sys-
tem combined combustion of char in the boiler with combustion
of syngas in the combustion chamber of a gas turbine to connect
in series with different temperature ranges—a HPT cycle, HTT
cycle, and LTT cycle. This increased the working temperature
range from 25°C to 1400°C, making the cascade utilization of
energy levels possible.

This paper presents an evaluation of the system with the ASPEN

PLUS software. The coal composition is shown in Table 1. The
pressure in the gasifier was 45 bars, and the mole ratio of the
oxygen rich, 96% content O2, to steam is 16.9 /3 in the oxidant.
The excess air ratio was 1.2 in the boiler. The exhaust gas tem-
perature was 130°C. The excess oxygen-rich ratio was 1.03 in the
combustion chamber. Isentropic efficiencies of the HTT, the HPT,
and the LTT were 0.9, 0.88, and 0.86, respectively. The isentropic

Fig. 1 Plant scheme of the partial gasification combined cycle with CO2
recovery; A-gasifier; B-syngas cooler; C-cyclone; D-hydrolyzer, E-dry
desulfurizer; F-scrubber; G-waste-disposal unit; H-combustion chamber;
I-HTT; J-reheater; K-LTT; L-condenser; M-compressor; N-refrigeration
machine; O-pump; P-reheater; Q-pump; R-boiler; S-compressor; T-ASU;
U-compressor; V-HPT; W-deaerator; X-pump

Table 1 Coal composition

Industrial analysis �by wt %�

Moisture 5.000
Fixed carbon 34.087
Volatile 49.043
Ash 16.870

Ultimate analysis �by wt %�
Ash 16.870
Carbon 67.274
Hydrogen 4.478
Oxygen 5.924
Nitrogen 1.239
Sulfur 4.185
Chlorine 0.030

Coal LHV �kJ/kg� 25,898
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efficiency of the pump was 0.78. The approach temperature dif-
ference and minimum temperature difference between hot input
and cool output in the reheater were, respectively, 11°C and
30°C. The temperature of water existing in the condenser was
25°C.

In the new system, tars and oil vapors are not considered in the
syngas exiting the gasifier with around 900°C of temperature.
This is because some researches show that lime-based sorbents
may be injected into the gasifier not only to capture sulfur but also
to catalytically enhance tar cracking. The test results of the
second-generation PFBC of Foster Wheeler Development Corpo-
ration show that no tars and oil vapors the present in the syngas
exiting a circulating PFB with 871°C of temperature �10�.

On the basis of analysis of the degree of freedom of the system
model, this system has five independent variables: �i� gasifier car-
bon conversion ratio �GCCR�. This is a ratio, by weight, of the
carbon converted into syngas to the total carbon input. When pres-
sure and the oxidant parameters are fixed in the gasifier, the
GCCR is the key parameter to determine the components of syn-
gas: �ii� the initial temperature T0 of the HPT, �iii� the initial
pressure P0 of the HPT, �iv� the initial temperature T30 of the
HTT, and �v� the pressure ratio � of the HTT.

Figure 2 illustrates the variation of the overall thermal effi-
ciency � of the system with varying initial temperature T30 and
pressure ratio � of the HTT. When GCCR, T0, and P0 are fixed,
T30 and � can only vary in the area enveloped between curve AB
and curve CD. Curve AB represents the maximal value of T30 at
different � when the steam of the HPT outlet is heated in the
reheater and the temperature difference between the hot input and
cool output in the reheater is equal to 30°C. Curve CD represents
the minimum value of T30 at the different � when the steam of the
HPT outlet directly pipes into the combustion chamber and is not
heated in the reheater. On the envelope curve AB, max T30 and �
decrease with the increase of �. The reason is mainly that when
the quantity of heat of syngas combustion is fixed and the tem-
perature difference between hot input and cool output in the re-
heater is minimum, the exhaust gas temperature of the HTT de-
creases with the increase of �, resulting in the decrease of the
temperature of the steam injected into the combustion chamber.
On the envelope curve CD, min T30 and � increase with the in-
crease of �. The reason is mainly that under the no-reheating
condition and increase of �, the expansion ratio of the HPT de-
creases, resulting in the increase of the temperature of exhaust
steam that piped into the combustion chamber of the HPT. In
addition, for a given �, � will increase with the increase of T30,
and for a given T30, � will increase with the increase of �. When
� has a lower value, the increment of � is greater than that when
� has a higher value. Theoretically, for each T30, there is a �opt to
get a maximum of �, but few �opt can be reached due to the
limitation of the envelope of the curves.

Figure 3 illustrates the overall thermal efficiency � of the sys-
tem as it varies with the GCCR and pressure ratio �. It is similar

to Fig. 2 in that the family of curves shown in Fig. 3 is enveloped
by curves AB and CD when T30, T0, and P0 are fixed. Curves AB
and CD represent, respectively, the minimum GCCR and the
maximum GCCR at different �. The reasons are also similar to
those given in Fig. 2. On the envelope curve AB, the minimum
GCCR increases and � varies slowly with � increase. The reason
is that under the reheating condition and minimum temperature
difference between hot input and cool output of 30°C in the re-
heater, with the increase of �, the HTT exhaust temperature de-
creases and the steam temperature injected into the combustion
chamber also decreases. This will make the fuel demand increase
to reach the same T30. On the envelope curve CD, the maximum
GCCR decreases with the increase of �. The reason is that under
the no-reheating condition, with the increase of �, the temperature
of the steam injected into the combustion chamber increases, so
that it will make the fuel demand decrease. Moreover, for the
given �, � will be decreased with the increase of GCCR. The
reason is that, with the same �, the increase of GCCR will make
the temperature difference between hot input and cool output in
the reheater increase and more middle-level thermal energy will
be lost; additionally, the energy to separate CO2 will be increased.
According to curve AB, when other variables are given, there is a
special set of GCCR and � to get an optimal �.

If the leak of steam of the HPT is not considered, � will always
increase with the increase of P0, but this is in conflict with what is
actually happening. In fact, the value of � increases firstly and
then decreases because the leak of steam increases with the in-
crease of P0 and becomes more and more rapid. Here, the leak of
steam is considered in the HPT. Figure 4 illustrates that the overall
thermal efficiency � of the system varies with T0 and P0 when
GCCR, T30, and � are fixed. For a given P0, � will increase with
the increase of T0 because energy destruction decreases in the

Fig. 2 Variation of thermal efficiency with T30 and � of the HTT

Fig. 3 Variation of thermal efficiency with GCCR and �

Fig. 4 Variation of thermal efficiency with T0 and P0 of the HPT
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boiler. For a given T0, the increment of � at a lower value of P0 is
more than that at a higher value of P0, and there is a P0 that can
make the combined cycle reach the highest �.

4 Exergy Analysis of the System
To understand clearly the characteristics of the new system, this

paper analyzes a case in detail. The five variables, GCCR, T30, �,
P0, and T0, were chosen as 0.4482, 1250°C, 38, 165 bars, and
550°C, respectively. The other assumptions are the same as those
given in Sec. 3. The parameters of the main points of the system
are listed in Table 2. In this case, the thermal efficiency of the
system is 44.95% �lower heating value �LHV� base�, with a CO2
recovery of 41.21%.

The results show that the new system provides similar high
efficiency as in the IGCC system. At the same time, it separates a
part of the CO2. Therefore, its efficiency is higher than that of an
IGCC with CO2 recovery. In order to identify the internal phe-
nomena, this paper makes use of exergy analysis and compares
the new system with an IGCC system.

Figure 5 is the simplified flow chart of the IGCC system. This
system contains four subsystems, which are the gasification and
cleanup subsystem, the high-pressure cryogenic ASU, the gas tur-
bine subsystem, and the HRSG and steam turbine subsystem. A

Texaco gasifier is used in this system. Coal-water slurry and 98%
oxygen rich from the ASU enter the gasifier to produce raw syn-
gas. The operating pressure of the gasifier is equal to 28.6 bars,
and the conversion rate of carbon is 98% in the gasifier. The
temperature of the raw syngas exiting the gasifier is 1346°C. The
raw syngas is cooled to about 200°C in a cooling unit, and high-
temperature steam is produced. The cooled syngas is inducted into
a cleanup subsystem. In this subsystem, a solid particulate of the
syngas is removed in a cyclone and a venturi scrubber, and then
sulfur of the syngas is removed by the use of the Selexol method.
The separated H2S will be inducted into the Claus/SCOT unit to
recover sulfur. The temperature of the syngas exiting to the
cleanup subsystem is equal to 40°C. The clean syngas and the N2
from the ASU are heated to 300°C and then inducted into the
combustion chamber of the gas turbine. The temperature of the
turbine inlet is 1250°C, and the pressure ratio is 16.1. The HRSG
and steam turbine subsystem adopts a triple pressure reheat cycle.
The efficiencies of high-pressure, middle-pressure, and low-
pressure steam turbine are 81%, 90%, and 81%, respectively.

In the new system, a dry desulfurizer is used to clean syngas. In
order to make the comparison consistent between the new system
and the IGCC, the same wet desulfurization technology as the
IGCC substitutes for the dry desulfurization in the new system.
The thermal efficiency of the new system will be decreased by
0.48%, from 44.95% to 44.47%. Table 3 shows a comparison of
distribution of exergy destruction of the new system and the IGCC
system with/without CO2 recovery �11�. Here, the highest initial
temperature of the IGCC is 1250°C, and the approach tempera-
ture difference of the heat exchanger and the efficiency of the
corresponding assembly are the same as in the new system. Cor-
respondingly, the exergy efficiency of the new system is about
43.49%, while that of the IGCC without CO2 recovery is 44.91%.
Based on related literature �12,13�, when an IGCC system sepa-
rates CO2 by conventional physical and chemical absorption, its
thermal efficiency will be decreased by 8–12% on a relative basis.
Thus, its efficiency will be decreased by 3–5%, which is 39.91%–
41.91%, when the IGCC separates the same ratio �41.21%� of
CO2 as the new system.

In order to analyze more clearly the internal phenomena of
integration of the systems, this paper adopts the energy-utilization
diagram �EUD� methodology developed by Ishida and Kawamura

Table 2 Main parameters of the system

Point in Fig. 1
Pressure
�MPa�

Temperature
�°C�

Mass flow
�kg/s� Point in Fig. 1

Pressure
�MPa�

Temperature
�°C�

Mass flow
�kg/s�

1 coal 4.500 15.0 18.24 24 steam 17.000 303.6 64.00
2 steam 4.500 354.6 0.60 25 steam* 0.080 97.9 13.99
4 oxygen 4.500 281.5 3.38 26 steam* 0.008 44.7 111.98
5 syngas 4.500 900.0 14.03 27 water 0.008 25.0 102.00
7 syngas 4.400 200.0 14.03 28 water 0.080 42.1 13.99
8 steam 17.000 190.0 7.23 29 CO2

* 0.008 25.0 23.97
9 steam 16.500 550.0 7.23 30 water 0.101 25.0 3.45
10 syngas 4.400 200.0 12.86 31 CO2

* 7.000 25.0 20.52
11 particle 4.400 200.0 1.17 32 liquid CO2 7.000 5.0 18.12
12 syngas 4.400 202.3 12.86 33 gas 7.000 5.0 2.40
13 syngas 4.350 202.3 12.09 34 water 0.120 25.0 2.74
14 syngas 4.300 134.2 12.65 35 water 0.120 25.0 99.26
15 water 5.000 108.5 1.80 36 water 0.120 90.0 99.26
16 waste water 4.300 136.4 1.24 37 water 17.000 106.4 26.22
17 steam* 3.800 1250 125.97 38 steam 16.500 550.0 90.22
18 steam 3.920 538.2 96.86 39 air 0.104 17.9 88.27
19 oxygen 4.500 281.5 16.46 40 exhaust 0.101 130.0 94.70
20 steam* 0.106 573.9 125.97 42 air 0.101 15.0 88.27
21 steam* 0.101 117.0 125.97 44 oxygen 0.101 15.0 19.84
22 water 17.000 106.4 71.23 46 water 0.130 104 2.75
23 steam 4.000 339.3 96.86 47 steam 0.130 150 2.33

*
Note: “steam*” is the mixture of steam and other gas but is mainly steam and CO2. “CO2

*” is the mixture of CO2 and other
gas but is mainly CO2
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Fig. 5 The simplified flow chart of the IGCC system
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�14� and Ishida �15�. The EUD is determined by the energy level
�A� versus the energy-transformation quantity ��H�. The energy
level �A� is equal to the exergy change ���� divided by the energy
change ��H�, that is, A=�� /�H. For an energy-transformation
system, the energy is released by the energy donor and is accepted
by the energy acceptor. In the EUD, the exergy destruction can be
obtained easily from the area between the curves for the energy
donor �Aed� and energy acceptor �Aea�.

4.1 Gasification Subsystem. Figures 6�a� and 6�b� show, re-
spectively, the EUDs for the gasification subsystem of the IGCC
and the new system �16�. For the gasifier in the IGCC, the partial
combustion acts as an energy donating reaction, represented by
the curve of Aed, the gasification reaction as an energy accepting
reaction �Aea4�, and the three feed streams, the water �Aea1�, the
oxygen �Aea2�, and the coal �Aea3�, energy acceptors which are
heated to the temperature of gasification. As a result, the exergy
destruction of gasification in the IGCC is equivalent to the shaded
area between the curves of the energy donor �Aed� and the energy
acceptors �Aea1 through Aea4�, 3776.9 kJ /kg coal. For the gasifier
in the new system, the partial combustion acts as an energy do-
nating reaction, represented by the curve of Aed. The gasification
reaction �Aea5� and pyrogenation reaction �Aea3� act as energy ac-
cepting reactions, and the water and the oxygen �Aea1�, the coal
�Aea2�, and the char and coal �Aea4� are energy acceptors, which
are heated to gasification temperature. This exergy destruction, the
shaded area shown in Fig. 6�b�, is equal to 1221 kJ /kg coal.

It is clear that exergy destruction in the gasification subsystem
of the new system is less than one-third of the exergy destruction
of the IGCC system. This is mainly a benefit from the cascade
conversion of coal. In the partial gasifier, the only active compo-
sition of coal is gasified, the heat demand is less, and the tempera-
ture required is lower, so less material takes part in the reaction,
resulting in less exergy destruction of reaction. However, in the
IGCC, coal is gasified completely, and in contrast to partial gas-
ification, its exergy destruction is greater.

4.2 Combustion Subsystem. Figures 7�a� and 7�b� show, re-
spectively, the EUDs for the combustion subsystems of the IGCC

Table 3 Exergy destruction comparison between the new system and IGCC system

Items

The new system �%� IGCC �%�

Exergy
�kJ�

Ratio of exergy to
total exergy �%�

Exergy
�kJ�

Ratio of exergy to
total exergy �%�

Total exergy input
Fuel exergy 26,486 100 26,486 100

Exergy destruction
Gasifier 1221.0 4.61 3776.9 14.26
Cleanup unit 384.0 1.45 386.7 1.46
Cool unit 79.5 0.3 778.7 2.94
Boiler 5387.3 20.34 0.0
Combustion chamber 3302.8 12.47 5522.3 21.16
Turbine 847.6 3.20 1030.3 3.88
Compressor 161.6 0.61 688.6 2.6
HSRG �or reheater� 987.9 3.73 733.7 2.87
ASU 1022.3 3.86 1054.1 4.01
Condenser 656.9 2.48 357.6 1.36
Auxiliary 259.6 0.98 259.6 0.98
CO2 recovery 654.2 2.47 0 0 �without CO2 recovery�

794.6–1324.3 3–5 �with CO2 recovery�

Exergy output
Work output 11,518.8 43.49 11,894.9 44.91 �without CO2 recovery�

10,570.6–11100.3 39.91–41.91 �with CO2 recovery�
Sum total

26,483.4 99.99 26,483.4 99.99

Fig. 6 „a… EUDs for the gasification subsystem of IGCC. „b…
EUDs for the gasification subsystem of the new system.
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and the new system. The combustion acts as an energy donating
reaction �curve Aed in Fig. 7�a� and curves Aed1 and Aed2 in Fig.
7�b��. The three feed streams in Fig. 7�a�—the nitrogen �Aea1�, the
air �Aea2�, and the syngas �Aea3�—act as energy acceptors that are
preheated to the specified combustion temperature. However, in
Fig. 7�b�, there are two combustions: in the combustion chamber
and in the boiler. The former combustion is similar to Fig. 7�a�,
and its energy acceptors are the syngas �Aea1�, the oxygen �Aea2�,
and the steam �Aea3�, while in the latter combustion reaction, air
�Aea4� preheated to the specified combustion temperature and the
superheated steam �Aea5� act as energy acceptors. The total shaded
areas between the curves of Aed and Aea represent exergy destruc-
tion. Due to greater irreversibility of the burning process as well
as the irreversibility during the mixing of the input streams, the
exergy destructions of the two systems are greater. Especially for
the combustion process in the boiler, there is an evaporating heat-
ing process, so that exergy destruction in the boiler is much higher
than in the combustion chamber. As a result, total exergy destruc-
tion of combustion is 8690.1 kJ /kg coal in the new system and
5522.3 kJ /kg coal in the IGCC.

4.3 Heat-Exchange Subsystem. Figures 8�a� and 8�b� show,
respectively, the EUDs for the heat-exchange subsystem of the
IGCC and the new system. The new system contains three heat-
exchange processes shown in Fig. 8�b�. The exhaust gas �Aed1� of
the HTT acts as an energy donator, and the feed water of the
boiler and the steam of the HPT outlet �Aea1� act as energy accep-
tors in the reheater following the HTT. In the syngas cooler, the
raw syngas �Aed2� and the water �Aea2� are a pair of energy donator
and energy acceptor, and in the boiler, fuel gas �Aed3� and water
�Aea3� are energy donator and energy acceptor. Two heat-exchange

processes in the IGCC system, from left to right in Fig. 8�a�, are,
respectively, in the HRSG and in the syngas cooler, which are
similar to the relevant process of the new system. Comparing the
two figures, temperature matching of the new system is more
likely to result in smaller exergy destruction. The main reason is
that the product of syngas combustion, as a working fluid, is not
discharged to air in the new system, while in the IGCC, it is
discharged to air with temperatures above 90°C existing in the
HRSG. The other main reason is that the temperature of raw syn-
gas existing in the gasifier is much lower in the new system than
that in the IGCC, so that it decreases the temperature difference of
heat exchange. As a result, the total exergy destruction is
1869.9 kJ /kg coal in the IGCC and 1724.2 kJ /kg coal in the new
system.

4.4 Power Subsystem. Figures 9�a� and 9�b� show the EUDs
for the power subsystem of the IGCC and the new system, respec-
tively. The abscissa of these diagrams indicates the work. For
turbines, gas expansion is the energy donor, and the energy level
becomes greater than unity. The work generated is equal to width
of curve Aed, and the energy level is unity. The shaded area be-
tween curve Aed and the horizontal line with Aea=1 represents the
exergy destruction in the turbine because the generated work is
accepted by a work sink with the energy level Aea=1. For the
compressor, gas compression is the energy acceptor, and the en-
ergy level becomes less than unity. The work required is equal to
the width of curve Aea, and the energy level is unity. Since the
required work is donated by a work source with the energy level
Aed=1, the shaded area between the horizontal line with Aed=1
and the curve represents the exergy destruction in the compressor.

Fig. 7 „a… EUDs for the combustion subsystem of IGCC. „b…
EUDs for the combustion subsystem of the new system.

Fig. 8 „a… EUDs for the heat-exchange subsystem of IGCC. „b…
EUDs for the heat-exchange subsystem of the new system.
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The work generated by the new system includes gas turbine
�HTT and LTT� expansion �Aed1� and steam turbine �high pres-
sure� expansion �Aed2�, and the work required includes the CO2
compressor �Aea1�, the O2 compressor �Aea2�, and the ASU �Aea3�.
The work generated by the IGCC includes gas turbine expansion
�Aed1� and steam turbine �high pressure, middle pressure, and low
pressure� expansion �Aed2�, and the work required includes O2 and
N2 compressors �Aea1�, the compressor �Aea2� of the gas turbine,
and the ASU �Aea3�. From the figures, on the one hand, the gross
work generated by the new system is less than that of the IGCC.
In the new system, coal is partially gasified, so that the only en-
ergy of syngas is used in high-temperature and high-performance
gas turbine and the energy of char is used by the lower tempera-
ture steam turbine. However, in the IGCC, coal is fully gasified so
that the total energy of coal is used by the high-temperature and
high-performance gas turbine. On the other hand, the work re-
quired by the new system is also less than that of the IGCC. The
main reason is that the compressor of the gas turbine in the IGCC
consumes a great deal of work, while in the new system, the
compressor of the gas turbine is replaced by a pump. The exergy
destruction of the power subsystem was found to be 2524.1 kJ /kg
coal in the new system and 2773.1 kJ /kg coal in the IGCC. As a
result, the net work is 11,518.8 kJ /kg coal in the new system and
11,894.9 kJ /kg coal in the IGCC; hence, the efficiencies of the
two systems are similar. On the basis of the above comparison, the
positive and negative aspects allow the new system to get the
similarly high efficiency as the IGCC without CO2 recovery.

5 Economic and Environmental Performance

5.1 Analysis of Environmental Performance. Figure 10
shows the flow chart of the IGCC with a semiclosed O2 /CO2
cycle �17�. In this system, clean syngas is burnt in a combustion
chamber with pure oxygen. The gas existing HRSG is partly re-
injected to the combustion chamber, and the other is treated and
CO2 is separated and liquefied.

The partial gasification combined cycle with CO2 recovery pro-
vides a friendly environment. Not only are emissions of SOx,
NOx, and solid particles lower, but CO2 produced by syngas is
also separated with low energy consumption. Figure 11 shows that
thermal efficiencies of the new system and the IGCC with semi-
closed O2 /CO2 cycle �17� vary with the ratio of separated CO2
XCO2

and the initial temperature T30 of the gas turbine. In the new
system, the ratio of CO2 separated XCO2

is approximately equal to
the GCCR. When XCO2

and T30 are given, the values of the three
variables are equal to the optimal value for the maximum effi-
ciency of the system. In the IGCC, when XCO2

and T30 are given,
the other variable, pressure ratio of the gas turbine, is equal to the
optimal value for the maximum efficiency of the IGCC. From the
figure, it is obvious that when T30 is fixed, the efficiency of the
IGCC decreases as CO2 increases since the larger XCO2

results in
more work consumption for compressing CO2. At the same time,
when T30 is fixed, the efficiency of the new system varies from an

Fig. 9 „a… EUDs for the power subsystem of IGCC. „b… EUDs
for the power subsystem of the new system.

Fig. 10 The flow chart of the IGCC with a semiclosed O2/CO2
cycle

Fig. 11 Variation of the thermal efficiency of the new system
and semiclosed IGCC with CO2 recovery with XCO2

and T30
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increase to a decrease with XCO2
increase, and there exists an

optimal XCO2
. The optimal XCO2

is also the optimal GCCR
GCCRopt when the efficiency is at the optimal value. In addition,
a critical value of CO2 recovery XCO2r

is present, shown in the

figure. On the left of the value XCO2r
, the efficiency of the new

system is higher than that of the IGCC. On the right of the value
XCO2r

, the efficiency of the IGCC is higher. It should be noted that

the value of XCO2r
increases with increasing T30.

5.2 Economic Evaluation. The future application of a tech-
nology and the selection of a power plant mainly depend on the
economical benefit. Therefore, an economic comparison of the
proposed system and an IGCC power plant was performed. The
new combined cycle power plant demonstrated better economical
performance according to the technical analysis as follows: �i�
Compared with the conventional gasifier in the IGCC, the partial
gasifier decreases technical requirements, and its gasification tem-
perature is about 800–1000°C, which is much lower than that of
the IGCC. Hence, the size of the partial gasifier will be smaller
than that of the conventional gasifier, and simultaneously, its cost
is much lower. �ii� The temperature of raw syngas existing in the
gasifier is much lower, and there is less slag of syngas in the new
system than that in the IGCC, so that the material requirement of
the syngas cooler along with its cost is lower. �iii� The new system
combines spray calcium desulfuration in the gasifier and dry des-
ulfuration of syngas. Because 90% sulfur in coal is removed in the
gasifier, the conventional wet desulfuration, which is complex and
expensive, is not required. �iv� The new system does not have a
gas turbine compressor, which is replaced by the pump. It also
omits the HRSG, which is replaced by the reheater. Accordingly,
the related equipment is simplified, and the cost is also lower.

Since the oxygen requirement and CO2 removal vary with the
GCCR, the cost of related equipment is also changed. Table 4
�9,17� shows comparisons of the approximate estimation of in-
vestment costs between the new combined cycle and the IGCC
with a semiclosed O2 /CO2 cycle when the GCCR of the new
system is equal to 0.5, and the initial temperatures of HTT in the
new system and gas turbine in the IGCC are equal to 1300°C.
The thermal efficiencies of the new system and the IGCC are
45.32% and 43.25%, respectively. The costs indicate engineer-
purchase-construct �EPC� costs but exclude interest during con-
struction and startup costs.

For the IGCC with a semiclosed O2 /CO2 cycle, the cost of the
gasification subsystem �455$ /kW�, quotes from literature �18�,
and that of the power subsystem �402$ /kW� is the cost of a turn-
key contract from literature �19�. While for the new system, the
gasification subsystem is composed of the partial gasifier and the
boiler of a circulating fluidized bed �CFB� that is chosen. The
capacity of the partial gasifier is almost half of the gasifier of
IGCC, hence, on the basis of the approximate cost-estimate coef-
ficient 0.8 of a gasifier, the cost of the partial gasifier is equal to
261$ /kW, which derives from 455$ /kW divided by 20.8. The cost

of the CFB based in China is supplied by the China Huadian
Engineering Corporation, Ltd., and due to the international cost of
the CFB is about 1.5–2.0 times more than Chinese one, the inter-
national cost can be deduced. The cost of the CFB based on in-
ternational in this paper is equal to 38–50$ /kW, and the maxi-
mum 50$ /kW is used in this paper. So, the cost of the gasification
subsystem of the new system is 311$ /kW. From the literature �9�,
the investment costs per kW of power subsystem of new system is
similar as that of S-GRAZ cycle, that is 435$ /kW. From the lit-
erature �20�, the cost of ASU is 40,400k$ when the capacity of
pure O2 production is 1839 tons /day, and the scale factor of ASU
is 0.5. The O2 consumptions of the new system and the IGCC are
22.12 kg /s �1.033�10−4 kg /kW s� and 38.01 kg /kg s �1.86
�10−4 kg /kW s�, respectively. Based on these data, the costs of
the ASUs of the new system and the IGCC are obtained, which
are 192$ /kW and 264$ /kW, respectively. Furthermore, from the
literature �9�, the cost of CO2 recovery unit is
550,000$ / �kg CO2 /s�. The cost of utilities is equal to 7% of the
EPC cost. As a result, through simple estimation, compared with
the IGCC with semiclosed O2 /CO2 cycle, the total investment of
the new system will be reduced by about 16%.

6 Conclusions
This paper proposes a novel coal-fired combined cycle system

on the basis of three main key technologies, including partial gas-
ification of coal, oxy-fuel combustion of syngas, and injecting
steam. The system contains five independent variables. Among
them, the initial temperature T30 and pressure ratio � of the HTT
and GCCR are key variables. Due to the adoption of partial gas-
ification and integration of the Brayton and Rankine cycles, an
envelope of a family of curves is presented. At the envelope
curve, when T30 is fixed and GCCR varies from 0.4 to 0.7, the
optimal efficiency of the system becomes around 0.46 �LHV
base�. The efficiency is nearly the same as that of an IGCC with-
out CO2 recovery.

By use of exergy analysis, the internal phenomenon of the sys-
tem inefficiency was revealed and compared with an IGCC. Due
to the partial gasification of coal, exergy destruction of gasifica-
tion is 9.65% lower in the new system than in the IGCC. How-
ever, the new system contains a boiler, so the exergy destruction
of combustion is 11.65% higher in the new system than in the
IGCC. In addition, oxy-combustion makes the separation of CO2
consume less energy, so the exergy destruction of the new system
is about 2% lower in the new system than in IGCC.

This paper provides a simple analysis of the economic and en-
vironmental performance and compares the new system with a
semiclosed IGCC with CO2 recovery. Since the new system
adopts the more simple partial gasification, much of the equip-
ment is simplified, and the total investment cost is about 16%
lower than a semiclosed IGCC with CO2 recovery. Simulta-
neously, when the ratio of CO2 recovery XCO2

is equal to 0.4482,
the exergy efficiency of the new system is 1.5–3.5% higher than

Table 4 Specific investment cost estimation of the new system and the IGCC system. Note:
The O2 consumption is 1.033Ã10−4 kg/kW s in the new system and 1.86Ã10−4 kg/kW s in the
IGCC.

Items

Specific investment cost

New system �$/kW� IGCC with semiclosed O2 /CO2 cycle �$/kW�

Gasification subsystem 311$/kW �including boiler� 455
ASU subsystem 192 264

Power subsystem 435 402
CO2 recovery subsystem 55 55

Cost of utilities 70 82
Total specific investment cost 1063 1258
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that of an IGCC with CO2 recovery. The comparison between the
partial gasification technology and the IGCC technology is based
on the two representative cases to identify the specific feature of
the proposed system. The new system realizes effective utilization
of energy based on cascade utilization of energy level and inte-
gration of thermodynamic cycle and CO2 recovery.
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Nomenclature
T0 � initial temperature of HPT �°C�
P0 � initial pressure of HPT �bar�

T30 � initial temperature of HTT �°C�
� � pressure ratio of HTT
� � thermal efficiency �LHV�

�� � exergy change �kJ/kmol�
�H � enthalpy change �kJ/kmol�

A � energy level
XCO2 � the ratio of CO2 separated
XCO2 � critical value of XCO2

Subscripts
opt � optimal value
ed � energy donor
ea � energy acceptor
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On Scaling Down Turbines to
Millimeter Size
The purpose of this work is to establish the maximum theoretical efficiency that a viscous
flow turbine (such as a Tesla turbine) can achieve. This is very much in the spirit of the
Betz limit for wind turbines. The scaling down of viscous flow turbines is thought not to
alter this result, whereas the scaling down of conventional turbines, whether axial or
radial flow, results in an ever lowering of their efficiencies. A semiempirical scaling law
is developed for conventional gas turbines using published machine performance data,
which is fitted to a simple boundary layer model of turbine efficiency. An analytical model
is developed for a viscous flow turbine. This is compared to experimental measurements
of the efficiency of a Tesla turbine using compressed air. The semiempirical scaling law
predicts that below a rotor diameter of between about 11 mm and 4 mm, a practical
Brayton cycle is not possible. Despite that, however, and for rotor diameters less than
between about 7 mm and 2 mm, a viscous flow turbine, compressor, or pump will be more
efficient than a conventional design. This may have a significant impact on the design of
microelectromechanical system devices. �DOI: 10.1115/1.2938516�

Keywords: Brayton cycle, scaling law, expansion efficiency, viscous flow turbine, power
MEMS

1 Introduction
It is well known that the principles used to design a Jumbo Jet

are not appropriate for the design of a flying device the size of an
insect. There have been many studies of the scaling laws compar-
ing the performance of molecular machinery, animals, and man-
made machines, for example, Marden and Allen �1�. This work
examines the problem of designing a microelectromechanical sys-
tem �MEMS� turbine, that is, a device with a power output of less
than a few hundred watts. Although an insect and a Jumbo Jet in
flight obey the same laws of physics �the Navier–Stokes equa-
tions�, one of the main differences between them is the value of
the Reynolds number of the flow in which they operate. A Jumbo
Jet works in a highly turbulent world, whereas an insect swims in
a much more viscous dominated world, for example, see
Wang �2�.

This work examines the design principles that might be used to
design a MEMS turbine. The scaling laws for modern turbines
tend to favor larger sizes due to their increased efficiencies. How-
ever, turbines are complex machines and therefore their scaling
laws are not well understood. This is probably because the loss
mechanisms in turbines are still the subject of research and devel-
opment as described by Denton �3�, who listed the main loss
mechanisms as being categorized historically under the headings
of the following:

• profile loss �loss generated in the boundary layers away
from the end walls�

• endwall loss �sometimes called secondary loss�
• tip leakage loss �which is reduced by the effect of clearance

seals�

It is not our objective here to treat these important loss mecha-
nisms individually. We will assume that for a particular size of
working gas turbine, the parameters associated with these loss
mechanisms have been optimized to arrive at the best perfor-
mance that can be achieved for the size designed. It is how these
optimized machines scale down that is studied here.

When studying turbine efficiencies, it is important to distin-

guish between the overall �or thermal� efficiency, from now on
referred to as Brayton cycle thermal efficiency, and the expansion
�or isentropic� efficiency of a turbine, from now on referred to as
the turbine component efficiency. The Brayton cycle thermal effi-
ciency is usually defined as the net mechanical power output of
the turbine divided by the rate of heat generation from burning the
fuel. The inverse of the Brayton cycle thermal efficiency is often
quoted by the manufacturers as the heat rate. The heat rate is
usually quoted in units of BTU/kW h or kJ/kW h �for example, a
30% overall efficiency corresponds to a heat rate of
12,000 kJ /kW h�. In contrast to the Brayton cycle thermal effi-
ciency, the turbine component efficiency is a measure of the fluid
dynamic effectiveness of the turbine. It is the ratio of the network
output per unit mass flowing through the machine divided by the
theoretical amount of work that could have been extracted per unit
mass, if the gas flowing through the machine had been adiabati-
cally �reversible and isentropic� expanded between the turbine’s
inlet and outlet pressures.

Working turbines in service range from 750 MW �with the larg-
est rotor diameter of about 4 m� to 3 kW �with a rotor diameter of
about 100 mm�. The former are steam turbines used in power
stations while the latter are miniature gas turbines used for model
airplanes. When designing very small turbines �less than 100 mm
rotor�, it is important to know what Brayton cycle thermal effi-
ciencies can be achieved in practice. To this end, a survey of what
can be achieved at present has been undertaken.

2 Fluid Dynamic Scaling Laws for Gas Turbines

2.1 Experimental Efficiency Data. Data were collected for a
range of production gas turbines. The data for the heat rates of
commercial turbines �from about 200 kW to 200 MW output�
from Refs. �4,5� were converted to Brayton cycle thermal efficien-
cies. In addition, the data from Ref. �5� were also used to deter-
mine the efficiencies of Capstone microturbines while data for
miniature gas turbines �primarily for model jet airplane applica-
tions� were used from Ref. �6�. The model turbine data range in
output from just under 3 kW to just under 40 kW �Table 1�. The
Brayton cycle thermal efficiency is calculated using the published
power output and fuel consumption figures assuming that the heat
of combustion of the fuel is 37 MJ / l.

These data are plotted in Fig. 1. Note that the Brayton cycle
Manuscript received January 24, 2007; final manuscript received April 24, 2008;
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thermal efficiency is plotted against the power output, where the
power output is on a logarithmic scale. All the gas turbines oper-
ate on an air breathing Brayton cycle; therefore have a compressor
and combustion chamber to drive the turbine. Data from Rankine
cycle turbines �usually steam turbines� are not plotted.

There is an obvious trend of decreasing efficiency with decreas-
ing maximum output. However, there is a fair amount of scatter
and one of the reasons for this is because there has been no effort
made to distinguish stationary engines from aeroengines. More-
over, unlike the data for the other turbines, the data for Capstone
microturbines that are used for power generation stand out be-
cause they employ a regenerator. In addition, the scatter in Fig. 1
also reflects the range of maximum gas temperatures entering the
turbine �after the compressor and combustion chamber�.

From this limited survey of data, an engineer might conclude
that gas turbines with a maximum power output below about
1 kW are not going to be a practical proposition. Model jet air-
plane enthusiasts certainly appreciate this point. The flying time of
a model jet aircraft is severely limited by the poor fuel consump-
tion of their model gas turbines or, in other words, the very low
Brayton cycle thermal efficiency of their engines. The lower Bray-
ton cycle thermal efficiency at smaller sizes is due to the indi-
vidual turbine component efficiencies decreasing with size, since
all these engines use similar kerosene fuels.

2.2 Simple Model for Turbine Efficiencies. As Denton �3�
has shown, modeling the losses in practical turbines and compres-
sors that are used in Brayton cycle engines is complex and still the
subject of research. What is needed here is a semiempirical guide
that elucidates the trends, rather than accurately predicting losses
and therefore efficiencies.

The overall efficiency at maximum power output from a Bray-
ton cycle �Brayton cycle thermal efficiency� is given by

� =

�exp� +
1

�exp
− 2��

� +
1

�exp
− 1 − ��

�1�

See Dixon �7�, where � is the ratio of the absolute inlet gas tem-
peratures to the turbine and compressor, respectively, and �exp is
the turbine component efficiency. It is assumed that the compres-
sor and turbine component efficiencies are the same, although in
practice compressor losses tend to be greater than turbine losses.
A Brayton cycle with regenerator can utilize some of the heat
generated by the compressor and turbine inefficiencies. In this
case, the overall cycle thermal efficiency at maximum power out-
put from a Brayton cycle with a perfect regenerator is given by
Decher �8�

� = 1 −
1

�exp
��

�2�

Equations �1� and �2� are plotted in Fig. 2, for a selection of
turbine inlet temperatures assuming a 20°C compressor inlet
temperature.

The plot demonstrates that turbine component efficiencies �tur-
bine and compressor� have to be above about 50% to get power
from a practical Brayton cycle. Both equations �1� and �2� show
that for any net power output to be possible:

�exp �
1
��

�3�

Thus, the lowest possible turbine component efficiency is limited
by the maximum operating temperatures of the material that the
turbine is built from. A regenerator will not compensate for effi-
ciency losses, if the turbine and compressor performance are too
poor. It is important to note that in this simple analysis the losses
from friction �e.g., bearing losses�, incomplete combustion, and
heat losses �from the engine casing or by conduction through en-
gine components� have not been considered. These additional
losses would require higher turbine component efficiencies to get
power from a practical Brayton cycle. In any case, Eq. �3� repre-
sents one important constraint; a Brayton cycle will have to over-
come as it is scaled down.

Heat Losses From the Casing. We will now estimate how the
heat losses from the casing scale with engine size. Engineers ex-
pect the usual 2 /3rds power law, which is simply due to the ratio
of surface area to volume of the machine. Approximate equations

Table 1 Model turbine Brayton cycle efficiency data

Name of engine

Fuel
consumption

�ml/min� Output �MW�

Brayton cycle
thermal

efficiency

PHT4 230 0.005 3.53%
PJ-W-R 1� 150 0.0035 3.78%
PJ-W 150 0.0027 2.92%
PHT3 helicopter 195 0.0035 2.91%
Phoenix HF 65 turboprop 750 0.0371 8.02%

Fig. 1 Practical air breathing Brayton cycle machine efficiencies
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for the flow of heat from the casing to the environment and the
flow of heat convected through the machine can be written as

QL � Nu kD�T �4�
where the length of the machine is of the same order of magnitude
as the diameter.

QC � Mc�CpD2�T �5�
See Fig. 3 for a schematic of the heat flows.

The worst case is assumed; heat conduction through the gas in
the machine to the casing dominates the process of heat flow to
the environment. That is, the Biot number very much less than 1,
thus the conductivity of the material from which the turbine is
made is so large that it can be ignored and thus the driving tem-
perature differences are on the gas side.

In Eq. �4�, QL is the rate of heat loss from the casing, where Nu
is the Nusselt number, k the thermal conductivity of the gas flow-
ing through the machine, D the typical length scale for the ma-
chine �the rotor diameter�, and �T the maximum temperature dif-
ference. While in Eq. �5�, QC is the rate of heat flow through the
machine that is convected by the gas; M is the Mach number, c
the velocity of sound, and �Cp the specific heat per unit volume of
the gas.

This leads to an estimation of the ratio of heat losses to con-
vective heat flow as

QL

QC
=

Nu

M

�th

c

1

D
�6�

The thermal diffusivity ��th=k /�Cp� divided by the speed of
sound for air at 800°C is about 5.5�10−7 m. For laminar flow,
the Nusselt number is about 2, so the worst case is for turbulent
flow where the Nusselt number would behave similarly to the
correlation developed by Partridge �see McAdams �9��:

Nu = 0.023 Re0.8 Pr0.4 �7�

which would yield Nusselt numbers of about 100 for rotor diam-
eters of 1 mm. Using a value of 100 for the ratio of the Nusselt
number to Mach number, Eq. �6� estimates the heat loss for a
1 mm diameter turbine at 6%. Thus, for rotor sizes of 1 mm and
above, heat losses from the turbine are small, relative to the heat
flowing through the turbine. The heat losses in a small combustion
chamber require the modeling of the chemical kinetics of the com-
bustion process. In contrast to that, with a small diameter turbine,
the losses may become significant for a small �1 mm or less com-
bustion chamber�, see Shan et al. �10�. For the simple model being
developed here, heat losses will not be directly included. How-
ever, it will be assumed that all loss mechanisms are in some way
related to the Reynolds number.

2.3 Model Assumptions. The model assumptions will be kept
as simple as possible, in the spirit of developing a semiempirical
model. The turbine component efficiencies of a conventional gas
turbine will be assumed to depend only on the Reynolds number,
so that all losses will be attributed in some way to the boundary
layer. This is not unreasonable; since both the profile loss, which
is generated in the boundary layers away from the end walls and
the endwall loss �or secondary loss�, will depend strongly on the
Reynolds number. The tip leakage loss, which depends on the
tolerance of clearance seals, will depend on the manufacturing
method used and so will be optimized by the designer. The per-
formance optimization at a particular machine size means that the
ratios of the seal clearances and blade span to machine diameter
will scale with machine size in some way, and so will be related to
the Reynolds number.

The assumptions are as follows:

1. Both the turbine and compressor efficiencies are equal at any
size �in practice compressor efficiencies are somewhat less
than turbine efficiencies�.

2. There is negligible heat loss.
3. 100% turbine component efficiencies outside the boundary

layer.
4. The boundary layer does not contribute to the turbine com-

ponent efficiencies.
5. The boundary layer grows like the flow over a flat plate at

zero incidence angle.

A mathematical model using these assumptions will be used to
obtain a semiempirical fit with the commercially available Bray-
ton cycle data displayed in Fig. 1. This model, being a semiempir-

Fig. 2 Brayton cycle thermal efficiency versus turbine component efficiency,
assuming 20°C inlet temperature to the compressor „thick lines simple cycle;
thin lines with regenerator…

Fig. 3 Schematic of heat losses from turbine casing
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ical model, should be primarily judged by how well the results fit
the data. Obviously, there will be other parameters that will affect
the scaling laws for a Brayton cycle, but hopefully they will be
small enough for the model to give reasonable predictions for
engineers to use as a guide as to the expected performance for a
particular size of machine.

2.4 Scaling Equations. The purpose of building this simple
mathematical model is to try and predict the scaling laws for
Brayton cycle turbines �gas turbines�. First of all, a simple expres-
sion for the turbine component efficiencies will be derived; this
expression will then be related to the power output of a machine
and its Brayton cycle thermal efficiency. The Brayton cycle ther-
mal efficiency depends on whether or not the machine has a re-
generator and the parameter �, which is the ratio of the absolute
temperature of inlet gas to the turbine to that of the compressor.
Thus, there are two families of resultant curves to fit against prac-

tical data. The final expression has one free parameter Ẇ0, which
is used to fit the practical Brayton cycle efficiency data shown in
Fig. 1.

The turbine component efficiencies will be modeled by estimat-
ing the fraction of a turbine’s flow cross sectional area that is filled
by the boundary layer. The starting point of the model is the
thickness of the boundary layer � for turbulent flow over a flat
plate at zero angle of incidence. From Schlichting �11�, this is
given by

� = 0.036L� �

UL
�1/5

�8�

where � is the kinematic viscosity of the fluid, L the length down
stream from the start of the plate, and U the fluid’s bulk velocity.
Applying this to a turbine, L becomes the downstream distance
from the entrance to the turbine, thus

� 	 L� �

UL
�1/5

�9�

Suppose that the turbine component efficiency �exp is proportional
to the fraction of the flow area that is not in the boundary layer.
Thus,

�exp =
D2 − 
�D

D2 = 1 − 

�

D
�10�

where 
�4Nblades /�, Nblades is the number of blades and D is the
effective flow diameter, such that �D2=��Dtip

2 −Dhub
2 �, Dtip is the

diameter at the tip of the rotor and Dhub is the diameter of the hub.
The dimensionless geometric shape factor 
 would have a

value of about 40 for a turbine with 30 blades. Substituting � from
Eq. �9� into Eq. �10�:

�exp = 1 − 
1
L

D
� �

UL
�1/5

�11�

The dimensionless constant 
1=0.036
 is about unity. Equation
�11� will now be used to predict the turbine component efficien-
cies as a function of machine power output and Brayton cycle
thermal efficiency.

The power output from the turbine Ẇ depends on the flow
through the turbine and its Brayton cycle thermal efficiency �:

Ẇ = ��UD2Cp�T �12�

Thus,

�exp = 1 − ��Ẇ0

Ẇ
�1/5

�13�

where

Ẇ0 = �� L4

D3��Cp�T
1
5 �14�

This result depends on the power output, Brayton cycle thermal
efficiency �and therefore the maximum operating temperature of
the cycle�, as well as the diameter and length of the machine. The

parameter Ẇ0 has the units of power and depends on the length

� L4

D3� = � �15�

The optimum performance of the machine will depend on choos-
ing an optimum aspect ratio �D /L� for any particular size of ma-
chine. Thus, the length � may scale with the power of the ma-
chine. Suppose that � scales as the machine power output to some
power .

� 	 Ẇ = �0� Ẇ

Ẇ0

�

�16�

Then Eq. �13� simplifies to

�exp = 1 − �1/5� Ẇ1

Ẇ
��

�17�

where

Ẇ1 = ���0�Cp�T
1
5

Ẇ0
 ��1+�

where �=1− /5, and Ẇ0 is a constant to be determined that has
the dimension of power and will depend on the kinematic viscos-
ity of the working fluid. From Eq. �15� and �16�, the aspect ratio
of a machine scales as

�D

L
� = � L

�0
�1/3� Ẇ

Ẇ1

�−/3

�18�

If =0, then �= 1
5 and Ẇ1=Ẇ0, so that

Ẇ0 = ��Cp�T�0
1
5 �19�

For this scaling law to be true, the aspect ratio of the turbines must
scale only with the cube root of the machine length, �D /L�
= �L /�0�1/3. If this were true, it would mean that very large axial
machines would become slightly “fatter” in proportion to their
smaller cousins. However, this would happen only as the cube
root of the machine length. The result would be different for radial
machines since L was defined as the downstream distance from
the entrance to the turbine inlet, which for a radial turbine would
be D, and thus would lead to a scaling law for radial machines,
�D /L�= ��0 /D�1/4. Further work would be necessary to find the
correct value of , but  is expected to be close to zero. The only
effect of a nonzero value of  would be to change the value of �
slightly in the scaling law �Eq. �17��.

A value of �= 1
5 will be used for the purpose of analyzing the

collected data shown in Fig. 1.
For a Brayton cycle machine with an air inlet pressure of 1 atm

and with a temperature rise of 700°C in the combustor ��T

=700�, Eq. �19� reduces to Ẇ0�13�0
1
5 W. The value of �0
1

5

would have to be determined by a more rigorous fluid dynamic

analysis. However, empirically the constant Ẇ0 can be determined
from the data displayed in Fig. 1 �all the machines surveyed burn
hydrocarbons in air�. Different working fluids will have different

values for the parameter Ẇ0.

2.5 Machine Minimum Diameter Estimation for a Brayton
Cycle. If Eq. �17� with �= 1

5 is taken as a reasonable estimate of
the scaling law for practical Brayton cycle machines, then by
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combining Eq. �12� and �17�, and assuming that the quantity
���0
1

2 /U�1/2 does not vary significantly with the size of machine,
an estimate of the minimum practical diameter of a machine may
be made from the following expression:

Dmin = Dset	 1 − �exp set

1 − �exp min

5/2

�20�

The minimum size may be estimated by taking the minimum tur-
bine component efficiency, �exp min, to be 50% �from Fig. 2� and
data from Gerendás and Pfister �12� who have built a working
turbine with a 74 mm diam rotor attaining a turbine efficiency of
85% and a compressor efficiency of 77%. Using these two figures
for the turbine component efficiencies yields a minimum diameter
of between about 11 mm and 4 mm. It means that a Brayton cycle
turbine would just have enough power to turn over and smaller
machines would not work at all. This estimate is uncomfortably
close to the MEMS size range.

3 Comparison of the Scaling Law With Engineering
Data

3.1 Data From Air Breathing Machines. The data displayed
in Fig. 1 can now be fitted to Eq. �17� with �= 1

5 , and using Eqs.
�1� and �2� for the Brayton cycle thermal efficiency for a given
temperature ratio �. These equations form the basis of a semi-
empirical scaling law for Brayton cycle machines and are com-
pared to the practical data already shown in Fig. 1. The compres-
sor inlet temperature is taken as 20°C, and the curves are fitted
for values of � of 5 and 3.5 for a simple cycle and 3.5 for a cycle

with a regenerator. The same value of the free parameter Ẇ0
�200 W� is used for all three curves that are shown in Fig. 4, this

value gives a good fit to the data. The value of 200 W for Ẇ0
corresponds to a scaling length �0 of about 2.5 m, for a shape
factor 
 of 40.

The semiempirical scaling law seems to exhibit the correct be-
havior compared to the collected data. The conclusion from these
data and the semiempirical scaling law is that there is a minimum
physical size that a practical working Brayton cycle machine can
attain. This size is estimated to be between about 4 mm and
11 mm according to Eq. �20�. Attempts have been made to build
MEMS scale conventional Brayton cycle machines; in particular,
Epstein �13� has been a pioneer in this field and has built a radial
machine with 8 mm compressor and 6 mm turbine rotor diam-

eters. It should be noted that all the foregoing analysis applies to
conventional axial turbomachines, and the conclusion is the
smaller they are; the worse their expansion efficiency.

3.2 Brayton Cycle Machines With Atypical Working
Fluids. Air is the working fluid normally used by Brayton cycle
machines. However, NASA has carried out an extensive develop-
ment program for closed cycle Brayton engines suitable for power
generation in space applications using other working fluids. To
extend the foregoing analysis for these working fluids, data have
been taken from Mason et al. �14�, Shaltens and Mason �15�,
Shaltens and Boyle �16�, and Shaltens �17�. The Brayton cycle
machines in these studies use a mixture of helium and xenon �with
a mean molecular weight of either 40 g /mol or 84 g /mol� pres-
surized to operate at a compressor inlet pressure of 0.5 MPa as the
working fluid �18�.

These data for the Brayton cycle engines with a regenerator and
a working fluid, which is a mixture of helium and xenon, are
plotted in Fig. 5. It should be noted that the efficiency data point
at 2 kW was the result of an extensive experimental test program.

The empirical value of Ẇ0 �200 W� that was found for machines
that use air as the working fluid now has to be scaled using Eq.
�19�. The viscosity of the He /Xe mixture is taken from Johnson
�19� and the values of the specific heat were calculated assuming
a perfect gas law, and a temperature rise �T of 700°C. The semi-
empirical scaling law is plotted on the same figure for temperature

ratios 5, 4, and Ẇ0=66 W, to be compared to the data using a
He /Xe with a mean molecular weight of 84. Also plotted is the

semiempirical scaling law for a temperature ratio of 3 and Ẇ0
=140 W for comparison to the data using a mean molecular
weight of 40.

The turbines produce a remarkable performance for their size,
in part, because the working fluid has lower specific heat than air,
although the dynamic viscosity is slightly higher. This scales the

value of Ẇ0 down compared to air, from Eq. �19�, and therefore
leads to higher expansion efficiencies at lower powers compared
to air.

The next section will look at the expansion efficiency of vis-
cous transfer turbines of which the Tesla turbine is a good ex-
ample. Unfortunately, efforts to develop Tesla turbines have con-
centrated on competition with conventional turbines at the scales
were they do best �multi kilowatt and above�. Rice �20� is prob-

Fig. 4 Comparison of practical Brayton cycle machine efficiencies with the
semiempirical scaling law for different turbine inlet temperatures with Ẇ0
=200 W
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ably the most recent person to give serious consideration for the
potential of these machines. A preliminary analysis of viscous
transfer machines is given in the next section.

4 One Dimensional Viscous Flow Turbines

4.1 Incompressible Flow. In order to understand the limits of
a practical viscous flow turbine, an analysis of a one dimensional
viscous flow turbine will be carried out. The analysis will assume
incompressible flow. The one dimensional viscous flow turbine is
not a practical engineering proposition, but merely a way to help
understand what limits the performance of a viscous flow turbine.
Figure 6 below shows an implementation of a one dimensional
viscous flow turbine. There are of course no blades, in common
with a practical viscous flow turbine, such as a Tesla turbine. The
sides of the belts are not considered, and both belts are geared to
run at the same speed.

The pressure at the outlet has a numerical value of zero, that is,
Pres is the pressure difference between the reservoir and the atmo-
sphere. The continuity equation in the turbine is very simple, since
there is incompressible flow and no area change:

�V

�x
= 0 �21�

Therefore, V is a constant and equal to the outlet velocity of the
fluid from the turbine. The energy equation is integrated to give

P + 1
2�V2 + CpT = h = Pres �22�

There is no enthalpy added so the inlet pressure to the turbine Pin
is given by

Pin = Pres − 1
2�V2 �23�

The momentum equation in the turbine predicts the pressure drop

�Pturbine = �Presf��� �24�

F = A�Presf��� �25�

The pressure drop has been expressed, as a fraction � of Pres. Note
that no assumption has been made as to what type of flow there is
in the turbine �laminar or turbulent�.

This is expressed as a function f���, where �=UB /V. F is the
total drag force on both the belts that make up the turbine. A is the
cross-sectional area of the flow channel �the height of the channel
between the belts times their width�. Also, the energy equation
enables the pressure drop to be expressed in terms of Pres and the
kinetic energy of the exiting fluid:

�Pturbine = Pin = Pres − 1
2�V2 �26�

Thus,

V =�2Pres�1 − �f����
�

�27�

Power extracted from the turbine is then calculated by

Ẇ1D = FU = APres�f���UB �28�

Ẇ1D = APresV�f���� �29�

The maximum power that could possibly be collected from any
machine working between the pressure reservoir and atmosphere
is given by

Ẇmax = APresV1 = A 1
2�V1

3

V1 velocity at � = 1 �30�

Therefore,

Ẇmax = A
1

2
��2Pres

�
�3/2

�31�

The turbine component efficiency of the turbine is defined in
terms of the power extracted divided by the maximum power that
is available:

Fig. 5 Comparison of NASA closed Brayton cycle machine efficiencies with
the semiempirical scaling law

Fig. 6 1D viscous flow turbine
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�1D =
Ẇ1D

Ẇmax

=
VPres�f����
1

2
��2Pres

�
�3/2 �32�

Thus,

�1D =

�2Pres�1 − �f����
�

Pres�f����

1

2
��2Pres

�
�3/2 �33�

Therefore,

�1D = ��1 − �f�����f���� �34�

The maximum turbine component efficiency for a given velocity
ratio � is found by finding the optimum geometry through the
parameter �.

��1D

��
= f�1 − �f�1/2� −

1

2
f2��1 − �f�−1/2� �35�

If �f �1 and f��0

0 = �1 − �f� −
1

2
�f �36�

Therefore,

�f =
2

3
�37�

Thus,

��opt =
2

3
�1

3
�1/2

� �38�

The maximum turbine component efficiency is obtained as �
→1,

�max =
2

3�3
= 38.49% �39�

This is the maximum turbine component efficiency of a one di-
mensional viscous flow turbine using incompressible flow. The
flow of power through the system is summarized below.

In available power,

APresV1 100%

In maximum power collected by belt,

APresV1
2

3

1
�3

38.49%

In maximum power not collected by belt,

APresV1�1 −
2

3�3
� 61.51%

The uncollected power can be attributed to the following:

�a� exit losses,

�1 − �f�APresV1 =
1

3
APresV1 33.33%

�b� heat dissipated to fluid,

APresV1
2

3�1 −
1
�3

� 28.18%

4.2 Compressible Flow. An analysis of a compressible flow
viscous turbine is more difficult and will not be covered here.
However, the work reported in this paper was motivated by an
extensive experimental test program carried out on a 50 mm diam

rotor Tesla type turbine, which will be reported separately in Ex-
perimental Thermal and Fluid Science. The tests were carried out
using compressed air, the turbine exit venting to atmosphere with
turbine inlet pressures from 110 kPa to 170 kPa �170 kPa is about
the stagnation pressure of sonic flow at 100 kPa�.

A summary of the test results is reported below in Table 2. This
shows the maximum efficiency �as measured at the dynamometer�
for each inlet pressure, together with the maximum efficiency that
would be expected when the parasitic losses from the bearings are
included. The rotation speed at maximum efficiency was between
25,000 rpm and 70,000 rpm. A viscous turbine under incompress-
ible flow would be expected to have a maximum efficiency of
38.5%, so the inferred no loss efficiency is also shown as a frac-
tion of the incompressible limit. These measurements show that
the maximum expansion efficiency of a viscous flow turbine with
compressible flow is very close to the incompressible flow value.

5 Discussion
In the foregoing analysis, we have explored the effect of scaling

down on the performance of Brayton cycle turbomachineries. Tra-
ditionally, turbomachines scale up well, i.e., the bigger the ma-
chines, the more efficient they are. Scaling down is a problem,
however, with viscous losses making miniature turbines less effi-
cient at smaller sizes. Despite that, highly compact microturboma-
chineries directed toward satisfying the demonstrated need for
generating power at device size and output levels suitable for use
in portable electronic appliances and other devices have been pro-
posed �13,21�. In addition, and at somewhat larger sizes, such
compact microturbomachineries have also been proposed for use
as a combined heat and power source for residential buildings
�22,23�.

The preliminary work here has shown that a Brayton cycle
might not be the appropriate cycle to use with these highly com-
pact turbines as has been attempted by some of the reported re-
search work �24–26�. It is interesting that the possibility of a
Rankine cycle has been explored for MEMS sized turbines by
Fréchette et al. �27�, to avoid this problem.

Peirs et al. �24� have measured the turbine component effi-
ciency of a Brayton cycle microturbine with a 10 mm rotor, gen-
erating up to 28 W mechanical power output. They report a tur-
bine component efficiency of 18.4% at 160,000 rpm. Although
later testing by the same authors �25� raises this value to between
20% to 24%. According to the semiempirical scaling laws pro-
posed in Sec. 2.4 �Eq. �20�� and the estimate of the minimum rotor
size that could sustain a Brayton cycle �between about 4 mm and
11 mm, at 50% turbine component efficiency�, the expected maxi-
mum turbine component efficiency of their turbine would be be-
tween about 48% and 59%. Since their turbine rotation speed was
limited by the maximum speed of their bearings, they would have
expected higher turbine component efficiency, if they had been
able to run at their design rotation speed of 210,000 rpm. These
data are not a definitive test of the semiempirical scaling, but are
consistent with it. It should be remembered that to make predic-

Table 2 Experimental maximum turbine component efficien-
cies: measured and inferred allowing for bearing losses

P inlet �kPa�

Maximum
efficiency

�dynamometer�

Maximum
efficiency
�no losses�

Fraction of
incompressible

limit

111 18.0% 37.3% 0.97
121 22.0% 42.0% 1.09
131 23.5% 44.2% 1.15
142 23.0% 43.8% 1.14
151 22.5% 41.1% 1.07
170 21.0% 41.5% 1.08
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tions at MEMS sizes �below about 20 mm� the semiempirical
scaling law has been extended beyond the range of collected data
that it has been fitted to.

This was also the case with the 38.49% maximum turbine com-
ponent efficiency of a viscous flow turbine that restricts the type
of cycle that can be used for power generation. However, viscous
flow turbines, although starting from a low base, have the advan-
tage that they hold the promise to scale down well as was indi-
cated by the preliminary analysis of a one dimensional turbine and
the performance measurements of the 50 mm diam rotor Tesla
type turbine. In other words, these preliminary results indicate that
the expansion efficiency is not likely to change much as the tur-
bine is scaled down. Further work is being undertaken to show
experimentally that viscous flow machines have a maximum tur-
bine component efficiency of 38.49% and that this figure does not
change as the turbine is scaled down to MEMS sizes. A conven-
tional bladed turbine may also behave as a viscous flow turbine as
the design is scaled down; if when the viscous forces dominate,
there is a net torque to turn the rotor. However, since bladeless,
viscous flow turbines are easier to construct; any application �such
as a micropump� would take advantage of the simplicity of the
design offered by a viscous flow turbine.

These ideas are summarized in Fig. 7, which shows that for
rotor diameters smaller than between about 11 mm and 4 mm, a
practical Brayton cycle is no longer possible and for rotor diam-
eters smaller than between about 7 mm and 2 mm a viscous flow
turbine will be more efficient than a conventional turbine. Also
plotted are the experimental data of Gerendás and Pfister �12� and
the model predictions of Sirakov �28�, see Table 3. These data are
plotted as ovals covering the turbine efficiency �top of the oval�
and the compressor efficiency �bottom of the oval�, since the scal-
ing law assumes that the turbine and compressor efficiencies are
the same. The curves labeled higher and lower are the scaling law
fits from Fig. 3 for values of � of 4 and 3. The curves labeled G&P
Turbine and G&P Compressor use the turbine and compressor

efficiencies from Gerendás and Pfister �12� in Eq. �20�. The curves
give an indication of the minimum practical size for a working
Brayton cycle.

A great deal of experimental work will have to be done to check
the ideas presented here. However, a better understanding of the
scaling laws for MEMS machines is a major part of the research
effort that is being undertaken worldwide. Modern commercial
turbines have been developed over the last 50 years; perhaps in
the next 50 years commercial MEMS machines may carry the
same importance as is presently enjoyed by the large turbines of
today.

6 Conclusions
The case has been made that MEMS sized turbomachinery

should be based on viscous transfer design principles because
conventional bladed designs are likely to have much poorer tur-
bine component efficiencies for rotor diameters less than
7–2 mm. Practical MEMS sized machines are most likely to be
used with a Rankine cycle, a Brayton cycle being impractical for
rotor diameters less than 11–4 mm.
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Nomenclature
c � velocity of sound

Cp � specific heat per unit mass of the gas
D � rotor diameter �the typical length scale for the

machine�
Dmin � minimum practical diameter for a working

machine
Dset � rotor diameter of a working machine with a

measured turbine component efficiency �exp set
A � cross-sectional area of the flow channel in the

belt turbine
F � drag force on both the belts that make up the

belt turbine
h � enthalpy of the fluid
k � thermal conductivity of the gas flowing

through the machine
L � length of the machine

M � Mach number
Nblades � number of blades in a stage

Fig. 7 Possible scaling laws for viscous and conventional turbines at MEMS
scale

Table 3 Data from microturbines

Rotor diameter
�mm�

Turbine
efficiency

Compressor
efficiency

Gerendás and Pfister
�measured�

74 85% 77%

Sirakov Prediction Design A 8.8 69% 50%
Sirakov Prediction Design B 16 69% 59%
Sirakov Prediction Design C 16 65% 54%
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Nu � Nusselt number
P � pressure

Pin � inlet pressure to belt turbine
Pres � reservoir pressure for the belt turbine

Pr � Prandtl number=�Cp /k
�Pturbine � pressure drop across belt turbine

QC � rate of heat flow through the machine con-
vected by the gas

QL � rate of heat loss from the casing
Re � Reynolds number=UL /�

T � absolute temperature
�T � maximum temperature difference between the

gas in the machine and ambient
U � bulk velocity of gas in the machine

UB � velocity of belt in belt turbine
V � fluid outlet velocity from the belt turbine

Ẇ � power output �as work rate� from the machine

Ẇ0 � empirical constant used in model scaling equa-
tion �units Watts�

Ẇ1 � parameter used in model scaling equation
�units Watts�

Ẇ1D � power extracted from belt turbine

ẆMax � maximum power extracted from belt turbine
x � Cartesian distance along belt turbine
 � exponent in power law for aspect ratio scaling

�Eq. �16��
� � exponent in turbine scaling law �Eq. �17��
� � boundary layer thickness
� � Brayton cycle thermal efficiency

�exp � turbine component efficiency �turbine expan-
sion efficiency or compressor efficiency�

�exp set � measured turbine component efficiency for a
rotor diameter Dset

�exp min � minimum turbine component efficiency for a
working machine ��50% �

�1D � turbine component efficiency of belt turbine
��opt � optimum turbine component efficiency of belt

turbine as a function of �
�max � maximum turbine component efficiency of belt

turbine
� � ratio of the absolute inlet gas temperatures to

the turbine and compressor respectively
� � gas density
� � dynamic viscosity of the gas
� � kinematic viscosity

�th � thermal diffusivity of the gas
� � ratio of belt velocity to outlet fluid velocity

 � dimensionless geometric shape factor

l � dimensionless geometric shape factor =0.036

� � length associated with machine aspect ratio

�Eq. �15��
� � pressure drop in the belt turbine expressed as a

fraction of Pres
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Static and Dynamic
Characteristics for a
Pressure-Dam Bearing
Measured rotordynamic force coefficients (stiffness, damping, and added mass) and static
characteristics (eccentricity and attitude angle) of a pressure-dam bearing are presented
and compared to predictions from a Reynolds-equation model, using an isothermal and
isoviscous laminar analysis. The bearing’s groove dimensions are close to the optimum
predictions of Nicholas and Allaire (1980, “Analysis of Step Journal Bearings-Infinite
Length and Stability,” ASLE Trans., 22, pp. 197–207) and are consistent with current
field applications. Test conditions include four shaft speeds (4000 rpm, 6000 rpm,
8000 rpm, and 10000 rpm) and bearing unit loads from 0 kPa to 1034 kPa �150 psi�.
Laminar flow was produced for all test conditions. A finite-element algorithm was used to
generate solutions to the Reynolds-equation model. Excellent agreement was found be-
tween predictions and measurements for the eccentricity ratio and attitude angles. Pre-
dictions of stiffness and damping coefficients are in reasonable agreement with measure-
ments. However, experimental results show that the bearing has significant added mass of
about 60 kg at no-load conditions, versus zero mass for predictions from the Reynolds-
equation model and 40 kg using Reinhardt and Lund’s (1975, “The Influence of Fluid
Inertia on the Dynamic Properties of Journal Bearings,” ASME J. Lubr. Technol., 97, pp.
159–167) extended Reynolds-equation model for a plain journal bearing. The added
mass quickly drops to zero as the load increases. Measured results also show a whirl
frequency ratio near 0.36 at no-load conditions; however, a zero whirl frequency ratio
was obtained at all loaded conditions, indicating an inherently stable bearing from a
rotordynamics viewpoint. �DOI: 10.1115/1.2906173�

Introduction
As illustrated in Fig. 1, pressure-dam bearings are used in many

types of rotating machinery because of their higher threshold
speed of instability compared to plain journal bearings. They are
also easier to manufacture and have better manufacturing toler-
ances than multilobe bearings �1�. The improvement in stability
comes from the step or dam cut in the upper surface of the bearing
that produces a pressure rise near the step and a downward force
on the journal. Because of this induced load, the rotor operates at
a higher eccentricity ratio. The bottom pad is normally deeply
grooved to create a circumferential relief track. This track reduces
the effective bearing length, reducing load capacity and increasing
the nominal journal eccentricity. The bearing in Fig. 1 has a step
at the top �unloaded pad� and a relief track at the bottom pad. The
figure shows the most important design parameters for pressure-
dam bearing, namely, step film thickness ratio k�=h1 /h2, dam

axial length ratio L̄d=Ld /L, and relief track axial length ratio L̄t
=Lt /L.

Allaire et al. �1� compared the theoretical pressure profile for an
infinite-length pressure-dam bearing calculated by finite element
method to experimental results. They found that the inertia theory
that includes both flow turbulence and pressure drop at the step
agrees well with the experimental results. However, they also
found that the pressure drop at the step can be neglected for bear-
ings with Reynolds number smaller than 1500. Laminar flow
theory fails for Reynolds number greater than 50.

Nicholas and Allaire �2� analyzed the stability of finite length
pressure-dam bearings and found, that for maximum stability, that
the bearing should be designed for k�=3–6 and �s

=125–160 deg. They predicted the whirl-frequency ratio �WFR�
for an optimum bearing to be between 0.33 and zero depending on
the bearing design and operating conditions.

Nicholas et al. �3�, Leader et al. �4�, and Lanes et al. �5� re-
ported experimental WFR results for near-optimum pressure-dam
bearings supporting flexible rotors to be 0.35, 0.36, and 0.34, re-
spectively. These measured WFRs were determined by comparing
the rotor maximum speed just before high subsynchronous vibra-
tion is produced to the rotor critical speed. This approach does not
provide a full stability map, i.e., WFR versus bearing load, and
provides no information about the bearing stiffness, damping, and
inertia coefficients.

The effect of fluid-film inertia is ignored in developing the
Reynolds-equation because the Cr /R ratio is on the order of 0.001
and produces small Reynolds number �order of 1�. The bearing
force coefficients based on Reynolds model can be written as

− � fbx

fby
� = �Kxx Kxy

Kyx Kyy
���x

�y
� + �Cxx Cxy

Cyx Cyy
���ẋ

�ẏ
� �1�

Reinhardt and Lund �6� showed that fluid inertia effects could be
significant for Reynolds number on the order of 100 without af-
fecting the assumption of laminar flow. Reinhardt and Lund’s
model is

− � fbx

fby
� = �Kxx Kxy

Kyx Kyy
���x

�y
� + �Cxx Cxy

Cyx Cyy
���ẋ

�ẏ
� + �Mxx Mxy

Myx Myy
�

���ẍ

�ÿ
� �2�

This paper presents measured results for both static and dy-
namic performance of a near-optimum pressure-dam bearing and
compares them to predictions from a laminar, isothermal, and in-
ertialess flow model.
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Test Rig Description
Figure 2 shows the bearing test rig. Rodrigeuz and Childs �7�

and Al-Ghasem and Childs �8� previously used it in measurements
of a flexure pivot-pad bearing. The shaft is connected to a 65 kW
air turbine with a high-speed flexible disk coupling and can run up
to 16,000 rpm. The test shaft is made from stainless steel and

machined to a precise diameter of 116.8 mm �4.600 in.� at the
bearing location. It is supported on the pedestals through angular-
contact ball bearings, spaced approximately 457 mm �18 in.�
apart. An oil-mist system lubricates the ball bearings.

The stator section holds the test bearing and all the associated
instrumentation, namely, noncontacting eddy-current proximity
sensors, accelerometers, pressure transducers, and thermocouples.
A pneumatic loader and two hydraulic shakers apply static and
dynamic loads to the bearing stator. Six pitch stabilizers control
the angular alignment between the bearing and the shaft. ISO
VG32 turbine oil is delivered to the test section from an oil-supply
system that can deliver oil up to a maximum pressure of 82.7 bars
and a volumetric flow rate of 75 l /min. A heat exchanger and a set
of pneumatically driven valves allow for control of the oil-supply
temperature. Temperature probes are located in the oil-inlet cham-
ber as well as the downstream end caps. A static pressure probe
measures the oil pressure at the inlet and outlet locations.

Four proximity probes, located in the stator end caps, measure
the relative motion of the rotor with respect to the stator for each
direction of excitation. Two proximity probes are placed in a plane
at the nondrive end and two at a parallel plane at the drive end.
The measurement of the stator position in two parallel planes
allows monitoring and control of the stator’s pitch and yaw. Pi-
ezoelectric accelerometers measure the stator absolute accelera-
tion in both the x and y directions.

Experimental Procedures

Static Test Procedure. During a typical test, the bearing stator
is centered on the shaft from results of a contact test using the
shakers to proceed from one bearing surface to the other. Once the
bearing is centered �ex=ey =0�, the rotor is run at a low speed,
usually 4000 rpm. Then, the bearing is loaded using the static
loader to the required load. Once the rotor reaches the required
steady state, the following data are taken:

Fig. 1 Schematic view of pressure-dam bearing after Ref. †3‡

Fig. 2 Test rig cross section
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�1� stator x and y positions in both drive end and nondrive end
planes �ex ,ey�

�2� rotor speed, �
�3� oil volumetric flow rate, Q
�4� static load applied by the static loader, W
�5� oil-inlet temperature, Ti
�6� oil exit temperature, Te
�7� bearing pad temperatures

This procedure is repeated with increasing bearing load, keep-
ing the rotor speed constant, until the bearing eccentricity ratio
�0=0.85 is reached. Then, the test is repeated again at a higher
speed. Testing stops once the specified maximum test speed is
reached �10,000 rpm�, or excessive vibration or excessive tem-
perature �ball bearing� is encountered. At each test condition, the
bearing static characteristics, including eccentricity ratio �0 and
attitude angle �, are calculated.

�0 =
e

Cr
=

��ex
2 + ey

2�
Cr

�3�

� = tan−1� ex

ey
	 �4�

Dynamic Test Procedure. For a given static load, the rotor is
brought up to the steady state conditions of speed and oil-inlet
temperature. Then, the bearing stator is alternately excited using
the hydraulic shakers with a prespecified pseudorandom dynamic
excitation wave form with frequencies from 20 Hz to 300 Hz in
10 Hz increment in two orthogonal directions, i.e., x direction and
the y direction �static load direction�. The following data are col-
lected for each test condition:

�1� transient excitation-force components in the x and y direc-
tions �fx , fy�

�2� transient stator acceleration in both the x and y directions
�x ,y�

�3� transient, relative rotor-stator displacement in both the x
and y directions ��x�t�, �y�t��

Each individual test result consists of 32 separate shakes
that are averaged in the frequency domain.

Tests are repeated at different load conditions keeping the rotor
speed constant until reaching the bearing eccentricity ratio �0
=0.80. Dynamic tests are operated at lower maximum eccentrici-
ties than static tests to avoid rubbing while shaking. The same
procedure is repeated for each test speed. Testing stops when ei-
ther the top test speed is reached or either excessive vibrations or
excessive ball-bearing temperatures are encountered.

The bearing force coefficients are calculated for each test con-
dition using the parameter-identification procedure described by
Childs and Hale �9�. The equations of motion for the stator mass
Ms can be written as

Ms�ẍs

ÿs
� = � fx

fy
� − � fbx

fby
� �5�

Substituting Eq. �2� into Eq. �5� and rearranging net

� fx − Msẍs

fy − Msÿs
� = − �Kxx Kxy

Kyx Kyy
���x

�y
� − �Cxx Cxy

Cyx Cyy
���ẋ

�ẏ
�

− �Mxx Mxy

Myx Myy
���ẍ

�ÿ
� �6�

The left-hand vector of Eq. �6� is defined in terms of known
measured applied force and stator acceleration vectors. On the
right-hand side, �x�t� and �y�t� are also measured functions of
time. Restating Eq. �6� in the frequency domain gives

�Fx − MsAx

Fy − MsAy
� = − �Hxx Hxy

Hyx Hyy
��Dx

Dy
� �7�

The elements of the bearing dynamic stiffness function Hij are
related to the coefficients defined in Eq. �2� by

Hij = Kij − �2Mij + j��Cij� �8�
Equation �7� provides only two equations for four unknowns

Hxx, Hxy, Hyx, and Hyy. To provide four independent equations,
alternate shakes about a given steady-state rotor position are con-
ducted on the stator in orthogonal directions �x and y� yielding the
following four equations in four unknowns:

�Fxx − MsAxx Fxy − MsAxy

Fyx − MsAyx Fyy − MsAyy
� = − �Hxx Hxy

Hyx Hyy
��Dxx Dxy

Dyx Dyy
�

�9�
For each experimental condition, ten consecutive tests are con-

ducted to estimate the variability of the dynamic stiffness in the
frequency range of 20–300 Hz.

From Eq. �8�, the intercept and the curvature of the regression
line of the real part provide estimates for the bearing stiffness Kij
and the added-mass Mij coefficients, respectively. Similarly, the
estimates for the damping coefficients Cij are obtained from the
slope of the linear regression of the imaginary part of the dynamic
stiffness. Uncertainty values of the bearing force coefficients are
also calculated from statistical analysis of the resulting curve fits.

Test Matrix
Table 1 summarizes the test conditions in terms of rotor speed

and static load. The letter “s” refers to static test while the letter
“d” refers to dynamic test. The bearing unit load is determined
using the following equation:

p =
W

LD
�10�

Table 2 gives the film-thickness Reynolds number at the test
speeds and zero eccentricity ratios, showing the laminar flow.
However, turbulent flow may arise in the recesses.

Test Bearing
The geometric parameters of the test bearing are given in Table

3. Note that the dam is formed by a fillet with a radius of 0.4 mm
that blends into the recess, rather than the sharp step illustrated in
Fig. 1. Most pressure-dam bearings are provided with a filleted
step to cut manufacturing costs.

The measured results are compared to prediction from a finite-
element based code. The code is based on a Reynolds-equation
model with laminar, isothermal, isoviscous, and inertialess flow.
The input temperature of the code is the average of inlet and exit

Table 1 Test matrix

P �kPa�
rpm 0 172 345 517 690 862 1034

4000 s,d s s,d s s,d s
6000 s,d s s,d s s,d s
8000 s,d s s,d s s,d s s,d

10,000 s,d s s,d s s,d s s,d

Table 2 Reynolds number at test speeds and centered bearing

Speed
�rpm�

4000 6000 8000 10,000

Re 135 213 302 399
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oil temperatures. The oil-inlet temperature during the test varied
between 39.7°C and 48.9°C, while the oil-outlet temperature var-
ied between 44.0°C and 57.5°C. Table 4 lists the oil-inlet and
oil-outlet temperatures for all test conditions in °C.

Static Results
Figure 3 compares the measured and predicted eccentricity ra-

tios at 8000 rpm and 10,000 rpm. The code does not converge at
the no-load condition, so the solid lines in the figures start from
200 kPa. The measured and predicted eccentricity ratios increase
as the load increases, but the bearing eccentricity ratio slightly
decreases as speed increases at the same load. Because of the
dam, the bearing operates at high eccentricity even at light loads.
Generally good agreement is shown between the measurement
and prediction. The maximum difference is 15%. The same basic
results occurred for the eccentricity ratio at 4000 rpm and
6000 rpm.

Figure 4 compares the measured and predicted attitude angles
at 8000 rpm and 10,000 rpm. The measured and predicted attitude

angles decrease as the load increases, and the attitude angles
slightly increase as speed increases at the same load. Generally
good agreement between the measurements and predictions is ob-
tained, with the maximum difference between the measured and
predicted values at 25%. Similar results occurred for the attitude
angles at 4000 rpm and 6000 rpm.

Dynamic Results

Stiffness Coefficients. Figures 5�a� and 5�b� compare the mea-
sured and predicted direct bearing stiffness coefficients at different
rotor speeds and loads. Kyy, the direct stiffness in the load direc-
tion, agrees reasonably well with predictions except at the
690 kPa at 4000 rpm. Kxx, the direct stiffness in the nonload di-
rection, agrees reasonably well with predictions for all conditions.
The maximum uncertainty is �25% at the 345 kPa load
condition.

Figures 5�c� and 5�d� compare the measured and predicted
cross-coupled stiffness coefficients at different rotor speeds and
loads. In contrast to a plain journal bearing, for which Kyx=
−Kxy at zero eccentricity, and the two coefficients have opposite
signs out to eccentricity ratios on the order of 0.7; for a pressure-
dam bearing, the cross-coupled stiffness coefficients have the
same signs for comparatively low loads. They are also quite dif-
ferent in magnitudes at no-load conditions. Measured values for
Kxy in Fig. 5�c� are significantly higher than predicted, particularly
for the 4000 rpm and 690 bar unit load condition. Measured val-
ues for Kyx in Fig. 5�d� are generally in good agreement with
predictions for all load and speed conditions.

Damping Coefficients. Figure 6�a� shows the measured and
predicted results for Cyy the direct damping coefficient in the load
direction. Generally, predictions agree well with measurements.
Figure 6�b� shows Cxx the direct damping coefficients in the no-
load direction. Agreement is reasonable between measurements
and predictions, except at the 390 bar load condition at 4000 rpm
and 6000 rpm. Measured direct damping values are lower than
predicted at the highest load condition.

Figures 6�c� and 6�d� show the cross-coupled damping coeffi-
cients. The 4000 rpm and 390 bar load case for Cyx is notably
different from predictions. Otherwise, the predictions are in quali-
tative agreement with measurements, but measured cross-coupled
damping values are lower than predicted.

Added-Mass Coefficients. Figure 7 illustrates Myy at different
rotor speeds and unit loads. Very large values occur at the no-load
condition, steadily decreasing as running speed increases. The
measured value of 60 kg compares to approximately 40 kg using
Reinhardt and Lund’s result for a plain journal bearing. As the
load increases, the added mass term vanishes. Similar results oc-

Table 3 Bearing Design Parameters

Pressure-dam bearing

L 76.2 mm
Cr 0.133�0.0063 mm
�s 130 deg
k� 3.4–4.2
D 117.1�12.70 mm

L̄d
0.75

L̄t
0.25

Table 4 Lube oil-inlet and oil-outlet temperature centigrade

Bearing unit load �kPa�

rpm 0 345 690 1034

4000 TIn 42.2 40.2 39.9
Tout 44.8 44.0 44.0

6000 TIn 43.3 44.4 44.4
Tout 47.2 47.6 49.4

8000 TIn 46.1 46.6 45.5 46.67
Tout 49.6 51.6 51.7 52.53

10,000 TIn 48.8 44.4 45.3 45.75
Tout 56.3 55.2 56.3 57.05

Fig. 3 Eccentricity ratio versus load

Fig. 4 Attitude angle versus load
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curred for Mxx. Cross-coupled added-mass terms estimated from
the real parts of Hxy and Hxx are negligible, being of the same
order of magnitude as their uncertainties.

Whirl Frequency Ratio (WFR). WFR is calculated from mea-
sured dynamic coefficients using

keq =
kxxcyy + kyycxx − cyxkxy − cxykyx

cxx + cyy
�11�

WFR2 =
�keq − kxx��keq − kyy� − kxykyx

cxxcyy − cxycyx
= �� f

�
	2

�12�

An analysis from San Andrés �10� accounts for the effects of
fluid inertia on the WFR. However, in the absence of cross-
coupled mass coefficients, the calculations show very small effect
of the inertia terms on the WFR, and these coefficients are ne-
glected in the results shown in Fig. 8. Those results show that the
bearing is unconditionally stable at other than the no-load condi-
tion. The bearing is also more stable than predicted.

Summary and Conclusions
Results from a test program to determine the static and dynamic

characteristics of a near-optimum pressure-dam bearing are re-
ported. The results show that the bearing largely works as de-
signed and predicted. It operates at a high eccentricity ratio even
at light-load conditions. This intentional increase in eccentricity
ratio dramatically improves the bearing’s rotordynamic stability
characteristics. The WFR results show that the test bearing is in-
herently stable for any loads greater than 345 kPa—significantly

more stable than predicted. Added-mass coefficients at the no-load
condition are quite large, but quickly disappear as the load is
increased.

In selecting bearings for turbomachinery applications, there is a
general preference for tilting-pad bearings over other designs, par-
ticularly for high-speed applications. There may well be good rea-
sons for this choice; however, superior stability behavior as mea-
sured by the WFR is not necessarily one of them.
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Nomenclature
Ax ,Ay 	 Fourier transformation of stator acceleration

Cij 	 bearing damping coefficient �N s/m�
cij 	 dimensionless damping coefficient
Cr 	 bearing radial clearance �m�
D 	 bearing inner diameter �m�

Dx ,Dy 	 Fourier transformation of �x and �y
ex ,ey 	 average bearing displacement in the x and y

directions, respectively �m�
fbx , fby 	 bearing reaction forces in the x and y direc-

tions, respectively �N�
fx , fy 	 measured excitation forces in the x and y di-

rections, respectively �N�

Fig. 5 „a… Stiffness coefficients versus load; „b… stiffness coefficients versus load
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Fx ,Fy 	 Fourier transformation of fx and fy,
respectively

Hij 	 average dynamic stiffness �N/m�
i , j 	 subscript representing x and y
Kij 	 bearing stiffness coefficient �N/m�
kij 	 dimensionless stiffness coefficient
k� 	 step film thickness ratio
L 	 bearing axial length �m�

Ld 	 dam axial length �m�

L̄d 	 dam axial length ratio
Lt 	 relief track axial length �m�
L̄t 	 relief track axial length ratio

Mij 	 fluid inertia coefficient �kg�
Ms 	 stator mass �kg�
N 	 rotor speed �Hz�
R 	 bearing inner radius �m�

Re 	 Reynolds number Re=
�RCr /�

Fig. 7 Added-mass coefficients versus load
Fig. 8 WFR Versus load

Fig. 6 „a… Damping coefficients versus load; „b… damping coefficients versus load; „c… damping coefficients versus load;
„d… damping coefficients versus load
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W 	 bearing load �N�
x ,y 	 displacement directions

z 	 bearing axial length
�0 	 eccentricity ratio
� 	 attitude angle
�s 	 step angle
� 	 rotor speed �rad/s�
� 	 excitation frequency �rad/s�
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Asynchronous Dynamic
Coefficients of a Three-Lobe Air
Bearing
The study of dynamic whirl behavior of air bearings is fundamental for an adequate
rotordynamic analysis and future validation of numerical predictions. This work shows
the dynamic response of the air film on a three-lobe bearing under asynchronous whirl
motion. One-dimensional multifrequency orbits are used to characterize the bearing ro-
tordynamic coefficients. The test rig uses two magnetic bearing actuators to impose any
given orbits to the journal. The dynamic forces are measured on the test bearing housing
by three load cells. Journal whirling excitation is independent of the rotating speed, thus
allowing asynchronous excitations. The multifrequency excitation is applied at each ro-
tating speed up to 11,000 rpm, allowing the asynchronous characterization of the air
film. The experimental procedure requires two linearly independent excitation sets. Thus,
vertical and horizontal one-dimensional multifrequency orbits are applied as perturba-
tions. Results show the synchronous and asynchronous dynamic coefficients of the air
bearing. Asynchronous experimental results are compared to numerical estimation of the
bearing force coefficients through solution of the isotropic ideal gas journal bearing
Reynolds equation. Numerical dynamic coefficients are obtained as the effective coeffi-
cient values of the bearing when subject to a given orbit. A full characterization of the
asynchronous rotordynamics coefficients of the bearing is presented in three-dimensional
maps. �DOI: 10.1115/1.2772635�

Keywords: gas bearings, asynchronous response, dynamic coefficients

Introduction
The study of rotordynamic performance of rotor systems sup-

ported on gas bearings has gained noteworthy attention. Gas bear-
ings have shown to be a successful alternative to support high-
performance turbomachinery by solving some issues inherent to
traditional fluid film journal bearings such as sealing and lubricant
or working fluid contamination, the need of lubricant and cooling
systems, and energy losses at high speeds. Industrial applications
using gas bearings comprise turbo-compressor units, auxiliary
power systems, microturbines, high-precision rotating machines,
and those which demand oil-free environment �1–8�.

The rotordynamic study of rotor-bearing systems requires un-
derstanding of the dynamic interactions between bearings and ro-
tor. To take into account the dynamic contribution of bearings, it is
compulsory to estimate dynamic bearing parameters. Identifica-
tion of bearing rotordynamic characteristics represents a funda-
mental issue for dynamic behavior prediction, vibration control,
and diagnosis or rotordynamic analysis in turbomachinery. Ex-
perimental and theoretical bearing identification have been con-
ducted by several researchers, but there is still a need for stan-
dardization of the results presented in publications related to
bearing identification �9�.

Gas bearing modeling and identification are currently being de-
veloped. Viktorov et al. �10� propose a mathematical model for
describing static and dynamic characteristics of externally pressur-
ized gas journal bearings. Faria and San Andrés �11� developed a
shape function especially suited for finite element modeling. Par-
ticularly in this work, one-dimensional Reynolds equation is
solved for simple gas bearing geometries. A similar mathematical

procedure is considered by Heshmat et al. �12� to analyze the
performance of gas lubricated foil thrust bearings. Thrust load is
estimated numerically and compared with experimental data.

Experimental procedures have also been developed for dynamic
characterization of air bearings. Wilde and San Andrés identified
damping ratio, threshold speed of instability, and whirl frequency
ratio for different pressure ratios of a simple gas hybrid bearing
�13�. Zhu and San Andrés reported results from identification and
modeling of a rotor supported on Rayleigh step gas bearings �14�.
Similarly, structural stiffness of bump-type foil bearings is experi-
mentally and theoretically examined by Rubio and San Andrés
�15,16�.

Swanson et al. �17� characterized a medium size gas turbine
engine supported by magnetic, foil, and hybrid �magnetic and foil�
bearings under different real conditions. Additional work is pre-
sented by the same authors, studying the ability of the foil bearing
to function as a backup in case of magnetic bearing failure �18�. A
different configuration for dynamic characterization of gas bear-
ings, but based on a similar technology for applying excitation to
a rotating shaft, is suggested by Bellabarba et al. �19�. This test rig
uses two radial magnetic bearings as dynamic actuators to apply
synchronous or asynchronous excitation to a rotating shaft. The
test bearing is accommodated in an instrumented housing located
at the shaft center section. Rotordynamic coefficients are esti-
mated for a rigid three-lobe gas hydrostatic bearing with a non-
spinning shaft.

The present article deals with the experimental identification of
a three-lobe air bearing. It focuses on the experimental estimation
of stiffness and damping coefficients for the air film bearing, ob-
tained from the dynamic response of a rotor-bearing test rig sub-
jected to multiharmonic one-dimensional orbit excitations. A brief
overview of the test rig configuration and experimental procedure
are presented. In addition, dynamic bearing parameters are re-
ported graphically.

The goal of the precent work is the complete measurement of
the rotordynamic coefficients in foil bearings; for this purpose,
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step by step testing is absolutely necessary. First, the characteriza-
tion of a three-lobe air bearing is the simplest initial test that could
be conducted, allowing the test rig tuning and the validation of a
simple numerical model for air film forces. Second, gradually in-
creasing the complexity of the tests allows a numerical model
improvement. Bellabarba et al. �19� reported measurements of ro-
tordynamic coefficients for a nonrotating journal. Ruiz et al. �20�
reported synchronous coefficients for a rotating journal under one-
dimensional excitations. Ruiz et al. �21� studied the effect of two
different excitation orbit shapes on the identified synchronous
bearing coefficients. These works prove the capability of the rig
test to identify the synchronous dynamic coefficients under differ-
ent orbit shapes. The present work addresses the asynchronous
behavior of the bearing, providing full speed-frequency coefficient
maps.

Experimental Setup
The test bearing is attached to the main chassis by three swiv-

eling tip bolts that allow alignment. The shaft, with a built-in
journal, is supported by one radial magnetic bearing on each end.
The test rig uses these magnetic bearings to support and impose
any given orbit to the journal. Each magnetic bearing has a load
capacity of 76 N up to 550 Hz and can be controlled indepen-
dently. This configuration permits common orbit shapes, white
noise, multiharmonic motion, one-dimensional trajectories, cylin-
drical or conical modes, and others. Whirling of the rotor is inde-
pendent of the shaft rotating speed, allowing asynchronous exci-
tations. The journal can be located at any position within the air
bearing clearance by the magnetic bearings �19�. All orbits for
current tests are centered within the bearing. The magnetic levita-
tion controller and the amplifier are able to reproduce the fed
signals up to 1000 Hz. The rotor is driven by a dc motor, with
maximum speed of 15,000 rpm.

Four variable reluctance sensors measure the shaft motion at
each magnetic bearing; the precision in the measurement of the
position of each magnetic journal is �0.1 �m. The motion of the
journal is obtained as an interpolation of the motions at the mag-
netic journals by assuming a rigid rotor �experimental measure-
ments and simulations confirm that the error due to this assump-
tion is less than 3% in the worst case�. Three piezoelectric load
cells measure bearing loads ��0.25 N� at the test bearing housing.
A Hall effect sensor records the shaft speed. A data acquisition
board �12 bits, 16 channels, 200 kHz� and proper ad hoc software
are used to process and acquire the measurements. The air supply
is controlled by a service unit with a pressure regulator, manom-
eter, solid particles filter, and liquids trap.

A rigid three-lobe air lubricated bearing is tested. The test bear-
ing has 30 mm length, 28.526 mm nominal diameter, 0.035 mm
radial clearance, 0.02 mm preload, and three pairs of 1 mm feed-
ing holes between pads. Each feeding hole is 3 mm from the
midplane. Uncertainties on physical dimensions are within 2 �m.
A groove on the bearing housing supplies air to the feeding holes
at a constant pressure. A dial gauge measures the supply pressure
at the feeding groove. The bearing is opened to the atmosphere at
both ends, thus providing a symmetric pressure field about the
bearing midplane. Figure 1 shows the orientation of the bearing
lobes. Figure 2 shows the schematic of the test rig. Bellabarba et
al. �19� described the test rig design considerations and features in
further detail.

Experimental Procedure
The configuration of the magnetic bearing controller permits

the centering of the journal into the air bearing. Synchronous and
asynchronous orbits and/or perturbations are used as whirl excita-
tions. The procedure identifies directly the dynamic coefficients of
the air film, since the forces recorded correspond to the forces
generated by the equivalent stiffness and damping of the air film.

Equation �1� describes the linearized dynamic forced response in
frequency domain, where H is the transfer function, and Ci,j and
Ki,j represent the damping and stiffness:

�i�Ci,j + Ki,j�u��� = H���u��� = F��� �1�
The transfer function may be written as a function of the exci-

tation and the response in matrix form, as given by Eq. �2� �20�.
Note that this equation is valid only for each frequency.

H��� = �Fx1 Fx2

Fy1 Fy2
�

���
�X1 X2

Y1 Y2
�

���

−1

�2�

To compute all terms on the right hand side of Eq. �2�, two
linearly independent excitations, denoted by subindices 1 and 2,
must be performed at each rotating speed. It is important to note
that the magnetic bearings are able to control the imbalance re-
sponse, thus allowing cancellation of the unbalanced orbit if de-
sired. Therefore, since the interest is to identify both synchronous
and asynchronous coefficients, the imbalance response is can-
celled for all tests performed.

Numerical Model
The modified isothermal Reynolds equation for gas lubricant,

including feed flow from the orifices, is given in dimensionless
form as

�

��
�h̄3P̄

�P̄

��
� + �D

L
�2 �

�z̄
�h̄3P̄

�P̄

�z̄
�

= �
��h̄P̄�

��
−

2�

�

��h̄P̄�
�t

−
2�

�

�RT�ṁor

PaCA
�3�

where

Fig. 1 Test bearing section schematic

Fig. 2 Test rig schematic
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z̄ =
z

L/2
P̄ =

P

Pa
h̄ =

h

C
� =

6��

Pa
�R

C
�2

With the corresponding boundary conditions, P̄=1 at z̄= �1,

�P̄ /�z̄=0 at z̄=0 and P̄��=0�= P̄��=2��. The last term on the
right hand side of the Reynolds equation �3� is only considered for
the inflow at the feeding holes. Away from the holes, where there
is no external flow fed into the system, the last term is set to zero.
Laminar flow is assumed in the film �modified flow Reynolds
number from 13.7 to 37.6�. The dynamic viscosity is assumed
constant due to no significant variation of temperature during the
experiment. The gas specific heat ratio is 1.4 for all calculations.
The model takes account of the pressure loss through the feeding
holes. Thus, the feed source mass flow rate is given by �22�

ṁor = �m�P*�g�h̄� with � =
�a2

	RT
PS �4�

m�P*� = 
 �2
k

k + 1
�1/2� 2

k + 1
�1/k−1

for P* 	 P̄choke


�2
k

k + 1
�1/2

P*1/2�1 − P*k−�1/k��1/2 for P* � P̄choke
�
�5�

P̄choke = � 2

k + 1
�k/k−1

g�h̄� =
h̄

�h̄2 + �2�1/2
� =

a2

dC
P* =

P

Ps

�6�
To solve the compressible Reynolds equation, an iterative nu-

merical procedure is required. Thus, after some algebraic manipu-
lation to Eq. �3�, a finite difference scheme is implemented. For
numerical purposes, the mass flow through each feeding hole is
concentrated into a single node.

Due to the nonlinearity of the equation, an iterative procedure is
used. The equation is separated into two terms, one containing the
nonlinear contributions and the other the second order derivatives.
The first pressure distribution �or seed for iteration� is set equal to
ambient pressure. Next, the pressure solution is updated, always
evaluating the nonlinear terms with the pressure profile of the
previous iterations. Convergence of pressure is assumed when the
largest difference between pressures of two successive iterations
falls below 1%. Peng and Khonsari �23� used a similar iteration
procedure to obtain the pressure distribution in foil bearings. Ruiz
et al. �20,21�, in previous works, showed this procedure in detail.

In previous works, Ruiz et al. �20� applied a zero-frequency
finite perturbation to numerically estimate dynamic forces. The
predicted stiffness coefficients follow the behavior of the experi-
mental results for synchronous coefficients versus speed. How-
ever, the predicted damping has the same order of magnitude as
the experimental values, but the numerical model predicts an al-
most constant value for direct and cross-coupled damping coeffi-
cients, which does not agree with the experimental behavior. This
difference results from the simplification introduced by the use of
zero-frequency perturbations.

A time domain least squares technique is hereby applied to
obtain the dynamic forces. As the journal is forced to whirl at a
known frequency ��� and orbit, the numerical model does not
require calculation of the equilibrium position, which is irrelevant
to the experiments.

The x and y coordinates and the x and y velocities of the center
of the journal are expressed as follows:

x = rx sin��t� y = ry cos��t� �7�

ẋ = rx� cos��t� ẏ = − ry� sin��t� �8�

The forces Fx and Fy at any point i of the orbit can be written
as

fxi = Kxxxi + Kxyyi + Cxxẋi + Cxyẏi �9�

fyi = Kyxxi + Kyyyi + Cyxẋi + Cyyẏi �10�

For an amount of n time points that describe an entire orbit,
Eqs. �9� and �10� can be expressed as follows:

�
fx1 fy1

fx2 fy2

] ]

fxn fyn

 = �
x1 y1 ẋ1 ẏ1

x2 y2 ẋ2 ẏ2

] ] ] ]

xn yn ẋn ẏn

�
Kxx Kyx

Kxy Kyy

Cxx Cyx

Cxy Cyy

 �11�

or, in a simpler form,

�FXY� = �XY��KC� �12�

Since the positions and velocities matrix XY is not generally
square, the values of coefficients in matrix KC can be estimated
through the pseudoinverse:

�KC� = ��XY�T�XY��−1�XY�T�FXY� �13�
This equation gives the effective coefficient values of the bearing
when subject to any given orbit. Ruiz et al. �21� used this expres-
sion to obtain the dynamic coefficients of a three-lobe air bearing
under circular orbit excitations, obtaining good agreement with
the experimental results and a nonconstant behavior of the syn-
chronous damping coefficients.

Fig. 3 Asynchronous excitations „Ps=5.2 bars, Ts=23°C…

Fig. 4 Asynchronous fluid film response „Ps=5.2 bars, Ts
=23°C…
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Results
A multifrequency excitation strategy is devised to calculate dy-

namic coefficients as a function of frequency. One-dimensional
nine component harmonic excitation orbits in the horizontal and
vertical axes are applied as perturbations over the position of the
journal, generating two independent sets of data. The effect of
unbalance is not present due to the capability of the magnetic
bearing to control it. The phases of multifrequency excitation
components were tuned to minimize the peak value of the orbit
size, which results in orbit radii of approximately 5.6 �m.

Multifrequency perturbations in the x and y directions and their
corresponding responses are presented in Figs. 3 and 4. These
tests, performed from 4000 rpm to 11,000 rpm, allow the compu-
tation of stiffness and damping coefficients for each excitation
frequency in the spectrum. The pure harmonic nature of the ver-
tical and horizontal motions and responses are evident in Figs. 3
and 4, where cross-coupled effects are practically nil. All tests
were conducted at 5.2 bars of air supply, as measured at the ple-
num ring before the feeding holes of the bearing.

Figures 5–10 correspond to effective asynchronous rotordy-
namic coefficients of the bearing under one-dimensional orbit ex-

citations for three different rotating speeds �4000 rpm, 8000 rpm,
and 11,000 rpm�. Using the same procedure used by Ruiz et al.
�21� to obtain the transfer matrix for the two degrees of freedom
model of the bearing, stiffness and damping coefficients �direct
and cross-coupled� are estimated. Solid dots show the experimen-
tal measurements of the synchronous stiffness and damping coef-
ficients as a function of the excitation frequency. Circles represent
the predicted values for the same coefficients. Predictions corre-
spond to one-dimensional perturbations at each excitation fre-
quency. Experimental values of the dynamic coefficients were ob-
tained as a media of six different measurements at each rotating
speed. The error bars represent three times the standard deviation
of the measurements, which is at least one order of magnitude
larger than the uncertainty estimated through standard error propa-
gation of the instrumentation uncertainties. In general, the mea-
surements show high repeatability and coherence.

Direct stiffness is at least one order of magnitude higher than
the cross-coupled one. The direct stiffness shows a growing trend
with the excitation frequency both for the experiments and predic-
tions. However, the growing trend is steeper for the experiments.
Cross-coupled coefficients are practically null for the whole fre-

Fig. 5 Asynchronous stiffness at 4000 rpm „Ps=5.2 bars, Ts
=23°C…

Fig. 6 Asynchronous damping at 4000 rpm „Ps=5.2 bars, Ts
=23°C…

Fig. 7 Asynchronous stiffness at 8000 rpm „Ps=5.2 bars, Ts
=23°C…

Fig. 8 Asynchronous damping at 8000 rpm „Ps=5.2 bars, Ts
=23°C…
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quency range. Stiffness coefficients are nearly independent of ro-
tor speed with the exception of Kxx, which decreases for decreas-
ing speeds at the higher tested excitation frequencies. Also, in
general, the stiffness and damping coefficients show orders of
magnitude consistent with the asynchronous coefficients reported
by Wilde and San Andrés �7�.

The measured asynchronous direct damping coefficients are
considerably larger than cross-coupled ones. In general, direct
damping coefficients present a trend to decrease with frequency
and are practically independent of rotor speed. However, mea-
sured coefficients remain nearly constant up to about 100 Hz,
which is not predicted by the model. The predictions have a mo-
notonous descending trend with the excitation frequency.

Experimental and numerical asynchronous rotordynamic coef-
ficients show no significant speed dependency within the tested
speed range �4–11 krpm�, as Figs. 11 and 12 show. Thus, the
excitation frequency dictates the coefficients’ behavior in the test
range independent of journal speed. Synchronous coefficients are
indicated by solid lines in Figs. 11 and 12. Synchronous direct
stiffness coefficients show a growing trend and the synchronous
direct damping coefficients show a decreasing trend with rotating

speed, according to the hydrodynamic nature of the bearing. Early
results from Ruiz et al. showed similar behavior �20,21�.

Conclusions
Experimental measurements of the synchronous and asynchro-

nous rotordynamic coefficients of a fixed geometry, gas lubricated
bearing are presented. The speed-frequency maps presented show
the following:

�1� Asynchronous coefficients show significant dependency on
excitation frequency while being relatively independent of
journal speed.

�2� Direct stiffness coefficients grow while direct damping co-
efficients decrease with excitation frequency.

�3� Both cross-coupled stiffness and damping coefficients are
practically null regardless of the excitation frequency.

Fig. 9 Asynchronous stiffness at 11,000 rpm „Ps=5.2 bars,
Ts=23°C…

Fig. 10 Asynchronous damping at 11,000 rpm „Ps=5.2 bars,
Ts=23°C…

Fig. 11 Asynchronous stiffness „Ps=5.2 bars, Ts=23°C…
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The least squares method used for the numerical identification
of the dynamic coefficients significantly improves the results ob-
tained by the zero-frequency perturbations used previously.

In spite of the simplicity of the finite difference method, the
numerical model provides relatively good results. Further im-
provements could be obtained by inclusion of the energy equation
together with an up-winding scheme and/or the use of finite vol-
umes or finite element methods.
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Nomenclature
a  orifice restrictor diameter �1�10−3 m�
A  effective orifice area �m2�
C  nominal pad clearance �m�

Ci,j  damping matrix �N/m s�
D  journal diameter �m�
d  orifice discharge diameter �1�10−3 m�
F  Fourier transform of the hydrodynamic forces

�N�
Fx  Fourier transform of the horizontal forces �N�
Fy  Fourier transform of the vertical forces �N�
g  orifice geometry function, Eq. �4�
h  film thickness �m�
h̄  dimensionless film thickness

H  transfer function matrix �N/m�
i  imaginary unit
k  gas specific heat ratio �1.4 for air�

Ki,j  stiffness matrix �N/m�
L  bearing axial length �m�
m  flow dimensionless factor

ṁor  mass flow rate �kg/s�
P  hydrodynamic pressure �gage pressure� �N /m2�
P̄  dimensionless hydrodynamic pressure

Pa  ambient pressure �gage pressure� �N /m2�
Ps  supply pressure �gage pressure� �N /m2�
P*  orifice pressure ratio

P̄choke  dimensionless hydrodynamic pressure
rx  orbit x-axis projection
ry  orbit y-axis projection
R  journal radius �m�
T  absolute temperature of air �K�

Ts  temperature of air supply �°C�
t  time �s�
u  Fourier transform of the displacement �m�
x  coordinate position of the journal center �m�
X  Fourier transform of the horizontal excitation

�m�
y  coordinate position of the journal center �m�
Y  Fourier transform of the vertical excitation �m�
z  coordinate in axial direction
z̄  dimensionless coordinate in axial direction

  empirical orifice lost coefficient �0.86�
�  orifice factor �kg/s�
�  bearing number �or compressibility number�
�  feed orifice geometric ratio
�  fluid viscosity �1.882�10−5 N s /m2�
�  journal angular speed �rad/s�
�  asynchronous excitations �rad/s�
�  circumferential coordinate �rad�
R  gas constant �0.287 kJ /kg K�
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Modeling Cyclic Variability
in Spark-Assisted HCCI
Spark assist appears to offer considerable potential for increasing the speed and load
range over which homogeneous charge compression ignition (HCCI) is possible in gaso-
line engines. Numerous experimental studies of the transition between conventional
spark-ignited (SI) propagating-flame combustion and HCCI combustion in gasoline en-
gines with spark assist have demonstrated a high degree of deterministic coupling be-
tween successive combustion events. Analysis of this coupling suggests that the transition
between SI and HCCI can be described as a sequence of bifurcations in a low-
dimensional dynamic map. In this paper, we describe methods for utilizing the determin-
istic relationship between cycles to extract global kinetic rate parameters that can be
used to discriminate multiple distinct combustion states and develop a more quantitative
understanding of the SI-HCCI transition. We demonstrate the application of these meth-
ods for indolene-containing fuels and point out an apparent HCCI mode switching not
previously reported. Our results have specific implications for developing dynamic com-
bustion models and feedback control strategies that utilize spark assist to expand the
operating range of HCCI combustion. �DOI: 10.1115/1.2906176�

Introduction
Homogeneous charge compression ignition �HCCI� is of con-

siderable interest because it can significantly reduce peak in-
cylinder temperatures and nitrogen oxide �NOx� formation in in-
ternal combustion engines. In pure HCCI �that is, the ideal limit�,
ignition occurs as the result of compression heating of a premixed
fuel-air charge, and the combustion reactions uniformly occur
throughout the combustion chamber with little or no flame. This is
very different from conventional diesel combustion, in which fuel
is injected into air that has previously been compressed and heated
prior to mixing. In the latter case, combustion occurs more slowly
in the form of a well-defined diffusion flame. In between pure
HCCI and conventional diesel, there are intermediate forms of
combustion where a portion of the fuel and air are mixed prior to
combustion. These HCCI-like combustion modes are generally
referred to as low-temperature combustion modes, which are also
of current interest to advanced engine researchers �1�.

HCCI is also very different from conventional spark-ignited
�SI� combustion in which a propagating flame is initiated by an
electric spark in a premixed fuel-air charge �2�. Under some cir-
cumstances, it is possible for both HCCI and SI combustion to
occur in the same cycle. One example of this dual-mode situation
is illustrated in Fig. 1, where an initial SI propagating flame com-
presses and preheats unburned end gases in the cylinder to the
point at which HCCI is initiated in the fuel-air portion that re-
mains unburned. Our focus in this paper is on experimental stud-
ies of a gasoline-fueled engine where scenarios such as that illus-
trated in Fig. 1 can occur.

In order to achieve HCCI, it is typically necessary to preheat
the fuel-air mixture to within a relatively narrow temperature win-
dow prior to compression. With too low an initial temperature,
HCCI will not occur. With too high an initial temperature, the
HCCI burning rate can be so rapid that mechanical damage re-
sults. Preheating is often achieved through exhaust gas recircula-
tion �EGR�, and some studies have shown that the presence of
certain residual gas species can also affect ignition �3,4�. In prac-
tice, it is very difficult to achieve pure HCCI at all speeds and
loads on most engines, so there is much ongoing research into

how to maximize the operating envelope for HCCI �1,5–7�. One
promising approach being considered is to switch between HCCI
and SI combustion as speed and load change. Several recent pub-
lications and presentations �8–11� have addressed SI-HCCI
switching, but with few exceptions �e.g., Ref. �12��, there has been
limited exploration of the fundamental processes involved in tran-
sitioning between a propagating flame and HCCI.

In this paper, we describe an analysis of experimental observa-
tions of unstable combustion in the SI-HCCI transition that occurs
when SI is used to promote HCCI. Our goal is to understand the
transition process in terms of global reaction kinetics. We are
motivated to find ways of empirically observing these global ki-
netics directly with an engine because the results will account for
in-cylinder details that would be present when trying to imple-
ment realistic on-board diagnostics and controls. We also want to
correlate our phenomenological kinetics with the kinetics mea-
sured under more ideal laboratory conditions �e.g., rapid compres-
sion machines� or predicted from detailed computational models.
By bridging these different perspectives, we hope to improve the
overall understanding and utilization of HCCI.

We base the present discussion on experimental data from a
single-cylinder gasoline engine, which has been specially modi-
fied to permit internal EGR. The level of internal EGR can be
precisely controlled by adjusting the timing and lift of the intake
and exhaust valves, so that it is possible to incrementally vary the
combustion from pure SI to pure HCCI. We find that measure-
ments of the unstable combustion occurring at intermediate EGR
levels are rich in information about the kinetics that moderate the
SI-HCCI transition.

Experimental Method
Our experimental observations were made using a 0.5- l single-

cylinder AVL research engine with 11.34:1 compression ratio.
This engine has two intake valves and one exhaust valve and is
equipped with a full-authority hydraulic variable valve actuation
�VVA� system. Internal EGR is achieved using negative valve
overlap. Only a single intake valve was used in this study to
promote swirl and mixing. The fuel �indolene and indolene-
ethanol mixtures� was delivered by an intake mounted port fuel
injector. Engine speed was maintained constant using an
absorbing/motoring dynamometer. Nominal operating conditions
corresponded to 1600 rpm and 3.4 bar indicated mean effective
pressure �IMEP�. Throughout the EGR range, spark timing was

Contributed by the Internal Combustion Engine Division of ASME for publication
in the JOURNAL OF ENGINEERING FOR GAS TURBINES AND POWER. Manuscript received
October 26, 2007; final manuscript received February 7, 2008; published online May
30, 2008. Review conducted by Dilip R. Ballal.

Journal of Engineering for Gas Turbines and Power SEPTEMBER 2008, Vol. 130 / 052801-1
Copyright © 2008 by ASME

Downloaded 02 Jun 2010 to 171.66.16.107. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



held fixed at 25°BTDC and coolant temperature maintained at
90°C. At EGR levels typically in excess of 55%, full HCCI op-
eration was achieved, and the spark could be turned off with no
impact on combustion. Fueling rate was maintained constant, and
intake throttling used to maintain a stoichiometric air-fuel ratio.
Typically, the throttle was wide open for pure HCCI operation.

In-cylinder pressure measurements were recorded at a reso-
lution of 0.5 crank-angle degrees for each internal EGR level. To
minimize noncombustion artifacts, all engine feedback controllers
were shut off, and the engine was operated in open-loop mode
except for the dynamometer speed controller and coolant tempera-
ture controller. Measurements at each specific EGR level typically
included 2800 consecutive engine cycles. Standard exhaust gas
instrumentation was used to provide a basic knowledge of the
exhaust chemistry including steady-state measurements of CO,
CO2, HC, NOx, and O2 concentrations in the raw engine-out ex-
haust. The normal procedure following each incremental EGR ad-
justment was to allow the engine to run several minutes to reach
“steady-state” �for oscillatory combustion states, this meant that
the behavior became statistically stationary or consistent over
time�. Following this runout period, in-cylinder pressure and stan-

dard engine temperature and exhaust gas analyses were recorded
for the required time. Cycle resolved heat release rate, integrated
heat release �HR�, and IMEP were calculated from the measured
in-cylinder pressure measurements following standard procedures
in the literature �2�.

We note here that explicit measurements of the intake air-fuel
ratio or in-cylinder charge stratification were not made in these
experiments. As described in the next section, however, the
steady-state cycle-to-cycle combustion consistency for pure SI
�very low EGR� and HCCI �maximum EGR� implies that the in-
take charge was relatively well mixed.

Results and Discussion
The global trends observed for our SI-HCCI experiments are

depicted in Fig. 2. These specific results are for indolene fueling,
but similar trends were seen for indolene-ethanol fueling. As in-
ternal EGR increased �moving from left to right�, combustion
shifted from pure SI combustion �with a very low coefficient of
variation �COV� in IMEP� to a complex mixture of SI and HCCI
and finally to pure HCCI �again with a low COV� when the EGR
level approached 60%. As seen in Fig. 3, average HR rate profiles
at 0 and maximum EGR reflect the expected burn trajectories for
pure SI and HCCI combustions, respectively. SI HR typically be-
gins very soon after spark and is almost complete by TDC, while
HCCI HR rises very rapidly near TDC and occurs over a much
shorter interval.

Fig. 1 Illustration of the possible role of the initial SI flame in
spark-assisted HCCI. The SI flame stimulates subsequent HCCI
by compressing and preheating the remaining unburned
gases.

Fig. 2 General combustion trends observed in the SI-HCCI transition
experiments

Fig. 3 HR profiles for the limiting cases of „a… no EGR „SI… and
„b… maximum EGR „HCCI…
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Relatively early in the transition with EGR, average NOx emis-
sions dropped rapidly, but there was also a concomitant rise in
cyclic combustion variability �indicated by the large COV�. High
COV is highly undesirable because of the erratic power delivery
and unacceptable vibration that would be experienced by the
driver. In addition, the occasional misfires and excessively strong
combustion events that create high COV result in momentary
spikes in hydrocarbon and NOx emissions, respectively �even
though overall average emissions may be relatively low�. Thus,
there is a strong incentive to introduce some type of control to
smooth the transition in a way that avoids such high COV.

Our subsequent discussion focuses on the analysis of sequential
cyclic combustion measurements from an intermediate EGR con-
dition �approximately 46%�. The combustion state of the engine at
this EGR roughly corresponds to the point of maximum COV in
IMEP �approaching 15%� in Fig. 2. We now consider a cycle-
resolved sequence of measured integrated HR values for the target
engine condition determined using the usual procedures for inter-
preting cylinder pressure measurements �2�. We correct the com-
puted HR values to account for cylinder-wall heat losses estimated
using WAVE® engine simulation software �13�. For successive
cycles �designated by indices i−1 and i�, plots such as Fig. 4�a�
and 4�b� �also referred to as first return maps� reveal the strong
correlation between successive HR values �14–16�. Note that the
large-scale cycle-to-cycle correlation features appear similar for
both pure indolene fueling �Fig. 4�a�� and fueling with an 85 /15
ethanol-indolene blend �Fig. 4�b��.

To better understand the reasons for the observed cycle-to-cycle
HR correlations, it is helpful to consider the overall mass balance.
For the fuel-air charge �assuming a stoichiometric inlet mixture�,
such a balance requires that

mr�i� =
f

1 + f
�1 + mr�i − 1� −

HR�i − 1�
Q

� �1�

where f / �1+ f�=r, which is the specified EGR level. Equation �1�
simply states that the amount of residual stoichiometric fuel-air
mixture recycled from the current to the next cycle, mr�i�, is de-
termined by the total initial air-fuel charge in the previous cycle
�made up of fresh and previous residual charges�, the amount of
burning in the previous cycle, and the level of EGR �assuming
uniform mixing of the cylinder contents�. Thus, if we know
mr�i−1� and HR�i−1�, it is possible to calculate the residual fuel-
air charge mr�i�. This process can be repeated ad infinitum as long
as additional sequential HR measurements are available.

A practical problem in using Eq. �1� to compute residual
charges from HR measurements is that the starting residual frac-
tion, mr�i−1�, is not known a priori. This turns out not to be an
insurmountable obstacle, however, because all subsequent iterates
beyond the first are solely based on measured HR values. No
matter what initial mr value is assumed, the resulting estimated
series converges after a few cycles to the same values, as shown in
Fig. 5. By discarding a few of the initial cycle estimates, the
remaining estimated residual charge series is unique.

Figure 6 illustrates the resulting cyclic patterns in the estimated
residual charge values estimated as described above for the nomi-
nal EGR condition. Here, we observe three distinct correlation
trends between successive residual charges, implying three char-
acteristically different types of combustion. For initial residual
charges below 0.1, combustion throughout the cycle appears to be
dominated by flame propagation from the spark �i.e., HCCI does
not appear to happen�. For initial residual charges �0.1, the data
are clustered into two distinct families, which are traced with lines
in the plot. As discussed below, these patterns appear to indicate
that there are two distinct ways in which HCCI can occur after the
initial pre-TDC SI burn.

A cycle-by-cycle heat balance similar to Eq. �1� above can also
be used to estimate variations in residual gas temperature. Our

detailed analysis of residual gas temperatures using appropriate
heat loss estimates during both the exhaust and intake strokes
�obtained from a WAVE engine model of our engine� convinces us
that variations in exhaust temperature tend to be slower and have
less immediate impact �on a cycle-to-cycle basis� compared to the
variations in residual fuel-air charge. Instead, exhaust temperature
variations appear to be “filtered” by the thermal inertia of the
combustion chamber and require multiple cycles over which to
make substantial changes �e.g., when the nominal EGR level is
changed�.

The relatively large cyclic impact of residual charge on subse-
quent combustion becomes clearer when we consider how un-
burned charge preheating is affected by postspark combustion. As
illustrated in Fig. 1, postspark propagating-flame combustion is
critical to the onset of HCCI when EGR is insufficient to sustain
HCCI-only combustion. In effect, the expanding flame front acts
as an additional source of compression, which further boosts the
preheating of the unburned gases to the point that they can ignite
in the HCCI mode. Thus, the effective amount of compressive

Fig. 4 First return maps of cyclic HR for „a… pure indolene and
„b… E85 „85% ethanol, 15% indolene… at conditions near the
maximum COV in HR
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boost produced depends very much on the postspark flame speed,
which is known to be highly dependent on charge dilution.

To develop quantitative estimates of the flame speed for our
experiments, we estimated the nominal combustion rate for our
engine under pure SI operation �no EGR� and then adjusted that
rate for charge dilution with a standard flame speed correlation
�2�:

SL

SL0
= 1 − 2.06xb

0.77 �2�

where

xb = 1 −
1 + mr

1 + f
�3�

We then used a simple two-zone combustion model to estimate
the unburned gas temperature at TDC in our engine at the refer-
ence nominal condition as a function of residual charge. For the
subject engine condition, these estimates indicated that the un-
burned gas temperature at TDC can be as much as 140 K higher
as the result of residual fuel-air charge coming from previous
cycles.

To quantify combustion rate in each cycle, we employed the
concept of a global combustion efficiency, CE�i�. The idea behind
CE�i� is to quantify the fraction of the fuel-air charge consumed in
each cycle, analogous to the idea of fractional conversion widely
used for chemical reactors. Values of CE�i� for our experiments
were determined from the estimated HR values and the relation-
ship between HR and charge depletion:

CE�i� =
HR�i�

�1 + mr�i��Q
�4�

From the flame speed estimate and two-zone model described
earlier, we estimated the fraction of combustion occurring as the
result of spark ignition before TDC. The post-TDC contribution to
combustion is then related to overall and pre-TDC combustion by

CEp�i� =
�CE�i� − CEs�i��

�1 − CEs�i��
�5�

where CEs�i� and CEp�i� are the pre- and post-TDC combustion
efficiencies for cycle i.

To relate the post-TDC fractional conversion to a global kinetic
rate, we use a simplified global Wiebe-type relationship:

CEp�i� = 1 − e�− kptb�n
�6�

where kp is a global reaction rate constant, tb is a burn time, and n
is an empirical exponent. Note that taking the derivative of Eq. �6�
with respect to time yields an expression that is proportional to
in-cylinder HR rate. Comparisons with our experimental HR rate
measurements indicate that this type of function does indeed pro-
vide a good fit using appropriate values for the three parameters.

Focusing on post-TDC combustion seems reasonable if we as-
sume that the onset of HCCI tends to disrupt continuing flame
propagation and that HCCI, when it occurs in the transition re-
gion, probably tends to initiate at or near TDC when the compres-
sion heating of the unburned gas is near maximum. Assuming that
the post-TDC burn time is constant and the same for all cycles and
fixed by the valve timings and engine speed, we can estimate a
global post-TDC burn rate constant �kp�, which applies specifi-
cally to only that part of the combustion. We also assume that the
empirical exponent is constant from cycle to cycle as well �as is
typically the case for the analogous Wiebe parameter�. Combining
our estimates of kp and temperature at TDC, we obtain plots such
as Fig. 7.

We expect that the global post-TDC burn rate constant should
be a strong function of temperature, but obviously the trend in
Fig. 7 is more complex than a simple Arrhenius relationship. Ac-

Fig. 5 Convergence of iterated residual fuel-air balances for a
wide range of assumed initial residual charges. Convergence is
driven by repeated input from observed values of HR„i….

Fig. 6 Characteristic patterns seen in the residual charge
based on cycle-by-cycle mass balances

Fig. 7 Relationship between the estimated global post-TDC
burn rate constant and unburned gas temperature at TDC

052801-4 / Vol. 130, SEPTEMBER 2008 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.107. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



tually, there again appear to be three distinct trends �labeled in the
figure� associated with the three different residual patterns noted
earlier. In analyzing the post-TDC HR profiles for combustion
events in these different regions, we see what appears to be an
almost purely propagating-flame �SI� combustion occurring at low
temperatures and two types of HCCI �or HCCI-like� combustion
occurring at higher temperatures. Both types of HCCI combustion
exhibit regions of negative temperature coefficient �NTC� behav-
ior �i.e., the burn rate constant decreases with increasing tempera-
ture�, but NTC is much more pronounced in one case than the
other.

At one TDC temperature, the global kinetic rates of the two
types of HCCI appear to cross �i.e., have the same value�. We
know from other analyses not presented here �14–16� that this
particular point represents an unstable fixed point of the engine
dynamical system. It represents the condition when the engine is
most likely to shift from one type of HCCI to the other. This is an
important point to recognize because it would be a natural point at
which to target controls.

For comparison with detailed kinetics models and other labora-
tory measurements of NTC behavior �e.g., using rapid compres-
sion machines�, it is useful to consider the reciprocal of kp, which
represents a global time scale for post-TDC combustion. Figure
8�a� illustrates the result for the same data plotted in Fig. 7. Here,

curves have been added to help distinguish the trends for the two
different HCCI-like patterns. Note the similarity between the Type
1 HCCI trend in Figs. 8�a� and 8�b�, which is a plot of ignition
delay for n-heptane undergoing HCCI predicted by the Pitsch
mechanism �17,18�.

The strong similarity between the Type 1 HCCI and Fig. 8�b�
suggests that at least part of the cycle-to-cycle combustion varia-
tions for our engine in the SI-HCCI transition involved
n-heptane-like kinetics. Interestingly, the level of NTC behavior
observed in these experiments has not been reported for indolene
in other studies �as far as we have been able to determine�. Al-
though indolene is actually a complex mixture of alkanes and
aromatics, it has been suggested that its behavior can be approxi-
mated by a mixture of surrogate fuels, n-heptane, iso-octane, and
toluene �19–21�. This suggests to us that at least on some occa-
sions, the appearance of n-heptane-like kinetics that characteristi-
cally have a strong NTC behavior should not be surprising for
indolene.

What is perhaps more intriguing is the fact that in our engine
there was a second type of HCCI for which the NTC behavior was
much less pronounced but still present to a degree. This probably
represents the effect of alternative kinetic pathways associated
with the non-heptane-like components in indolene. The fact that
the transitions between these different HCCI modes appears to
occur predictably �14–16� indicates that there is probably a deter-
ministic shifting of the residual composition between high and
low heptane-like fractions.

To clarify, we conjecture that the heptanelike components are
consumed in disproportionate amounts in some cycles, leading to
one or more subsequent cycles where the non-heptane-like com-
ponents dominate the chemistry and the HCCI reactions are ex-
ceptionally strong. Once the strong reactions consume the non-
heptane residuals, the in-cylinder mixture returns to the higher
n-heptane-like fraction present in the raw fuel. If such a residual
composition shift is responsible for the kind of mode switching
seen here, it might be exploited for purposes of control. For ex-
ample, selected components might be deliberately added to the
fresh fuel to steer the combustion away from or toward one or the
other of the alternative HCCI combustion modes.

Finally, the strong similarity between the dynamical trends seen
for both indolene and indolene-ethanol fuel mixtures suggests that
the basic kinetic pathways for HCCI are not appreciably changed
by the presence of up to 85% ethanol. This observation and those
above should provide useful benchmarks for evaluating and im-
proving the predictions of detailed in-cylinder HCCI kinetics
models. Ultimately, the most useful kinetic models for HCCI will
need to produce the kind of cycle-to-cycle trends reported here. In
addition, the robustness of these trends in our experiments sug-
gests that development of simplified in-cylinder combustion mod-
els based on global kinetic parameters should be possible and may
be useful for correlating measurements and developing real-time
diagnostics and controls.

Conclusions
Our results indicate that global kinetic parameters can be ex-

tracted from sequential unstable cycle-resolved combustion mea-
surements in the SI-HCCI transition. For our experiments, en-
hancement of the pre-TDC compression heating by spark-initiated
burning of the residual fuel-air charge had major impact on post-
TDC combustion. When pre-TDC heating was less than a critical
level, post-TDC combustion was dominated by a continuation of
the initial SI burning. Above a critical level of preheating, two
distinct types of HCCI combustion occurred after TDC, one ex-
hibiting strong NTC and one weak NTC. Switching between the
two HCCI modes occurred based on recent combustion history in
previous cycles. The level of NTC behavior observed for indolene
in these experiments does not appear to have been reported for

Fig. 8 Comparison of „a… observed post-TDC burn time „1/kp…

with „b… computed ignition delay for n-heptane
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indolene in other studies. This same general type of behavior ap-
pears to occur even when indolene is diluted with up to 85%
ethanol.
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Nomenclature
CE�i� � fraction of the total fuel-air charge in the cyl-

inder in cycle i consumed by combustion
CEp�i� � fraction of the fuel-air charge left at TDC that

is consumed by combustion after TDC
CEs�i� � fraction of the initial fuel-air charge consumed

by combustion between the spark and TDC
f � mass of exhaust recirculated between cycles

per unit mass fresh charge
HR�i� � integrated heat release in cycle i �kJ/unit mass

of fresh charge�
i � cycle index

IMEP � indicated mean effective pressure �bar�
kp � a global post-TDC reaction rate constant �1/s�

mr�i� � mass of residual fuel-air charge input to cycle i
per unit mass of fresh charge

n � empirical parameter used in Wiebe-like com-
bustion expression

Q � heat released/unit mass of fuel-air charge
burned �kJ/mass�

r � EGR fraction, that is, the fraction of the cylin-
der contents which is recycled into each new
cycle

SL /SL0 � ratio of laminar flame speed with dilution to
undiluted flame speed

tb � post-TDC burn time �s�
TDC � top-dead-center point of engine cycle

xb � charge dilution fraction at spark
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Experimental Examination of
Prechamber Heat Release in a
Large Bore Natural Gas Engine
A common solution in reducing NOx emissions to meet new emission regulations has been
lean burn combustion. However, with very lean air/fuel (A/F) ratios, both carbon mon-
oxide and hydrocarbon emissions become unacceptably high due to the spark misfiring
and combustion instabilities. In order to mitigate this, a prechamber ignition system is
often used to stabilize combustion at very lean A/F ratios. In this paper, the heat release
in a retrofit prechamber system installed on a large bore natural gas engine is examined.
The heat release analysis is based on dynamic pressure measurements both in the main
chamber and prechamber. The Woschni correlation is utilized to model heat transfer.
Based on heat release modeling and test data analysis, the following observations are
made. Main chamber heat release rates are much more rapid for prechamber ignition
compared to spark ignition. During combustion in the prechamber, much of the fuel flows
into the main chamber unreacted. About 52% of the mass in the prechamber, at ignition,
flows into the main chamber during prechamber combustion. Prechamber total heat
release, pressure rise, and maximum jet velocity all increase with increasing prechamber
equivalence ratio. Prechamber combustion duration and coefficient of variation of peak
pressure are minimized at a prechamber equivalence ratio of about 1.09.
�DOI: 10.1115/1.2906182�

Introduction
The topic of this paper is heat release modeling and character-

ization of a precombustion chamber �prechamber� for use on a
large bore natural gas engine. A prechamber ignition system is a
small chamber, usually 1–2% of the clearance volume, in which a
near-stoichiometric mixture of fuel and air is ignited by a standard
spark plug. The igniting mixture is propelled into the main cham-
ber by the increasing pressure in the prechamber. This burning jet
can have an ignition energy much greater than that from a normal
spark plug, and ignition in the main chamber is initiated through
multiple ignition sources or an elongated ignition source. One of
the objectives of the paper is to better characterize the prechamber
jet, such as the temperature and pressure profile, mass fraction
burned as the jet propagates into the main chamber, and the over-
all combustion duration.

There are several advantages to this type of ignition system. A
common solution in reducing NOx emissions to meet new emis-
sion regulations has been lean burn combustion. However, with
very lean air/fuel �A/F� ratios, both carbon monoxide and hydro-
carbon emissions become unacceptably high due to the spark mis-
firing and combustion instabilities. Because the ignition energy is
much higher and spatially distributed, prechambers can ignite a
leaner overall mixture. Since the ignition volume in the main
chamber is larger, ignition is less affected by mixture heterogene-
ity, thus resulting in more consistent combustion and reduced
cycle-to-cycle combustion variations. This effectively extends the
lean limit of combustion, allowing for cooler in-cylinder tempera-
tures without significant cycle-to-cycle variations �1�. Conse-
quently, NOx emissions from the main combustion chamber can
be reduced to much lower levels than for open chamber spark
ignition. Also, due to the size of the fuel jet, the combustion flame
front generally has a shorter distance to travel to complete the
combustion process and thus reduces the combustion duration.

Prechambers are typically operated at near stoichiometric or
rich equivalence ratios. It has been shown that the emissions from
the prechamber can be a significant component of the exhaust
emissions �2,3�. In particular a rich prechamber mixture, in com-
parison to a stoichiometric mixture, produces more CO, overall
total hydrocarbons �THCs�, higher THC percentages of VOCs,
and possibly higher NOx. Higher overall levels of THC may in-
crease CH2O �4,5� as well. In the experimental measurements by
Gingrich et al. �3�, it was shown that the prechamber significantly
contributed to engine out NOx emissions in a Waukesha 3521
four-stroke lean burn engine. Gas samples were obtained from the
prechamber via a high temperature check valve. The composition
of the prechamber sampled gas was compared to the gas compo-
sition in the exhaust. For nominal operating conditions, the NOx
originating from the prechamber was only about 10% of engine
out NOx emissions. At the lean limit of operation, however, the
engine out NOx consisted of approximately 85% prechamber
NOx. Thus, at engine operating conditions that minimize NOx
production, the primary source of the NOx is the prechamber.

Heat Release Analysis
Heat release analysis is an important internal combustion en-

gine analysis technique for determining combustion energy char-
acteristics based on in-cylinder pressure profile data. There are
generally two different techniques employed. One is the Rass-
weiler and Withrow �6� technique, in which the pressure change in
the cylinder is assumed to be composed of the pressure change
due to the volume change and the pressure rise due to the com-
bustion. The pressure change related to the volume change is ac-
counted for with a polytropic ideal gas relationship and the pres-
sure rise due to the combustion is assumed to be proportional to
the mass of fuel burned. Although this technique is widely used, it
contains a number of approximations. For example, the wall heat
transfer is accounted for by an empirical selection of the poly-
tropic coefficient. However, the polytropic coefficient will not
only vary from engine to engine but will also vary throughout the
combustion process.
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A more rigorous approach that incorporates heat transfer explic-
itly is a heat release approach using the energy equation. An ex-
ample of this second approach is presented by Gatowski et al. �7�.
By explicitly modeling heat transfer, both the total heat release
and the net heat release can be determined. The fuel mass fraction
burned can be computed by expressing the instantaneous total
heat release as a fraction of the total heat release integrated over
the combustion duration.

Heat Release Modeling. The heat release analyses in this paper
are based on pressure measurements in the main chamber and the
prechamber. Two heat release models were developed in order to
compare the heat release from an engine with a prechamber to that
from a conventional open �spark� ignition system. The first model
is an overall heat release model combining both the main chamber
and the prechamber, and the second is a heat release model of the
prechamber. The heat release modeling includes wall heat transfer,
and excludes fuel and crevice volume flow. For the overall heat
release model where the combined chambers form the control
volume system of interest, the energy balance equation in differ-
ential form is

dQ

d�
= �CpP

R
�dV

d�
+ �CvV

R
�dP

d�
−

dQ

d�

In the overall model, the temperatures of the main and pre-
chamber are assumed to be the same. Since the prechamber is
only about 1% by volume of the main chamber volume when the
piston is at top dead center, the impact of this assumption is small.

For the prechamber, the energy balance equation in differential
form is

dQpc

d�
= �CvV

R
�dP

d�
−

hdm

d�
−

dQw-pc

d�

The energy balance on the prechamber includes the fuel/air
mass flow through the nozzle between the prechamber and the
main chamber. The prechamber volume is fixed, so there are no
terms that involve volume change. The ideal gas parameters Cp,
Cv, R, and h are evaluated assuming air properties. These param-
eters, with the exception of R, vary with temperature. The tem-
perature used to evaluate the enthalpy of the mass flowing into or
out of the prechamber nozzle depends on the flow origin. If the
mass is flowing out of the prechamber into the main chamber, then
the average temperature of the gas in the prechamber is used. If
the mass is flowing into the prechamber, then the average tem-
perature in the main chamber is used. In both models, the mass
flow of fuel into the prechamber is neglected.

For the calculations presented here, the prechamber analysis is
only performed from prechamber spark ignition up until the time
when significant combustion occurs in the main chamber. Com-
bustion is assumed to begin in the main chamber when the pres-
sure in the main chamber is greater than the pressure in the pre-
chamber. During this period, the mass flow is from the
prechamber into the main chamber.

Wall Heat Transfer. To carry out the energy balance analyses
described above, it is necessary to know the instantaneous con-
vective heat transfer coefficient of the main chamber and pre-
chamber walls. A common heat transfer correlation used for in-
stantaneous heat transfer in internal combustion engines is the
Woschni correlation �8�. Although this correlation was developed
for diesel engines, it has been frequently applied to spark ignition
engines. In this paper, we first apply the correlation in its original
form, then assess whether or not the model needs to be modified.

The convective heat transfer from the combustion gas to the
cylinder wall is

dQw

dt
= hcA�Tw − T�

The Woschni correlation is as follows:

Nu =
hcB

k
= 0.035Re0.8 = 0.035��wB

�
�0.8

where

w = 2.28Up + 0.00324CTo�Vd

Vo
�� �Pf − Pm�

Po
�

The original correlation, because it was developed for four-
stroke cycle engines, references intake valve closing to indicate
the end of the “breathing” process. Here, we reference exhaust
port closure rather than intake valve closure to adapt to the two-
stroke cycle application, since the exhaust ports typically close
after the intake ports. Inclusion of an empirical constant C follows
the work of Gatowski et al. �7�. A constant of C=2.3 was used.
This adjusted both the total heat release and the slope of the total
heat release versus the crank angle curve. The slope of the total
heat release versus the crank angle curve should approach zero
near the end of the expansion stroke.

Description of Experiment

Test Engine. The experimental data were obtained from a four-
cylinder Cooper GMV-4TF large bore natural gas two-stroke
cycle engine. A photograph of the engine is shown in Fig. 1. The
engine is a slow speed �300 rpm� two-stroke cycle engine with a
14 in. �36 cm� bore, 14 in. �36 cm� stroke. It is loaded with a
computer-controlled, water brake dynamometer to provide precise
load control. The GMV-4TF is outfitted with an Altronic
CPU2000 ignition and an Altronic-Hoerbiger Hyperfuel™
500 psi �gauge� �3.5 MPa� high pressure fuel injection. The en-
gine is instrumented with over 100 different engine parameters
automatically recorded at each test point. The test conditions were
typically at a 13.5 in. Hg intake pressure, 300 rpm, 440 bhp, and
overall trapped equivalence ratio of 0.77. In operating the engine,
the ignition timing was retarded by about 6 deg when changing
from open to prechamber operation to maintain the same location
of peak pressure at 16 deg after top dead center �atdc�.

The dynamic pressure for each cylinder is measured with Kis-
tler 6125A piezoelectric combustion pressure sensors. A Rose-
mount NGA 2000 five-gas bench is used for measurement of cri-
teria pollutants, O2, and CO2. A Nicolet Magna Fourier transform
infrared �FTIR� spectrometer is used to measure the emissions of
criteria pollutants, CO2, and hazardous air pollutants.

Prechamber. Figure 2 shows a cutaway profile of the precham-
ber. The locations of the inlet fuel, the spark plug, and the exit
nozzle are indicated on the figure. The prechambers were de-
signed to screw into the primary spark plug port in each cylinder.
A schematic for the prechamber is provided in Fig. 3. Kistler
6052A piezoelectric pressure transducers were utilized to measure
the pressure in the prechamber in each cylinder. A fast actuating

Fig. 1 The Cooper Bessemer GMV-4TF large bore natural gas
engine
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sample valve was utilized to extract a gas sample from the pre-
chamber on Cylinder 4. More details on the fast actuating sample
valve can be found in Olsen et al. �9�. The gas samples were
analyzed with the emission analyzers by way of a heated sample
line.

As shown in Fig. 2, the fuel supply to the prechamber was
controlled by using a pressure regulator and a check valve. Fuel
was supplied to the prechamber while the prechamber pressure
was less than the set point of the pressure regulator. The precham-
ber equivalence ratio was varied about a stoichiometric condition
from 0.88 to 1.28, and was measured using a zirconia sensor with
an AFRecorder 4800.

Results

Computation of Heat Release. Cylinder pressure profiles of
the main and prechamber program were obtained from the Cooper
test engine at nominal conditions of 300 rpm and a lean overall
trapped equivalence ratio of 0.77 �10�. Using the program Engi-
neering Equation Solver �EES� �11�, the differential energy balance
equations given above were integrated to determine the heat re-
lease rates in the prechamber and the main chamber. The mass
flow through the prechamber nozzle to the main chamber was
computed from the continuity equation, with the flow coefficient
across the nozzle assumed to be 0.7. Based on the main chamber
and prechamber pressure ratio data, the mass flow was computed
to be subsonic throughout the prechamber combustion period.

Cylinder pressure profile data with an open cylinder with a
spark ignition from the same test engine were used for comparison
with the prechamber results. The pressure data were the average
of 200 cycles, and were “smoothed” by averaging nine values,
four on either side of a particular crank angle location. The main
and cylinder temperatures were computed using the ideal gas
equation.

Prechamber Equivalence Ratio. With the use of a prechamber
ignition system, the prechamber equivalence ratio must be chosen
to minimize combustion instability. The COV of the main cham-
ber peak pressure is typically used as a metric of combustion
instability. Figure 4 shows the peak pressure COV as the equiva-
lence ratio of the prechamber is varied from 0.88 to 1.28. The data
indicate a minimum at an equivalence ratio of about 1.09, slightly
rich. This is also the location of a minimum for the prechamber
combustion duration.

The minima in the prechamber combustion duration at an
equivalence ratio of about 1.09 can be associated with ignition
phenomena. The flame kernel in a spark-ignited mixture begins as
a laminar flame �12�. The laminar flame velocity is strongly re-
lated to the equivalence ratio and is maximized at a slightly rich
equivalence ratio, between 1.05 and 1.10 for pure methane �13�.
Laminar flame behavior is used here to provide insight; however,
the overall combustion process in the prechamber is expected to
be turbulent.

Combustion instability is a complex process and is associated
with local variations in equivalence ratio and turbulence near the
spark electrode �12,14�. Operation at an overall equivalence ratio
that maximizes laminar flame speed will tend to minimize com-
bustion instability.

The prechamber heat release model was utilized to gain more
insight into prechamber combustion with increasing equivalence
ratio. The prechamber total heat release is plotted in Fig. 4. Note
that it does not follow the same trend as prechamber combustion
duration and peak pressure. Rather, prechamber total heat release
generally increases monotonically with prechamber equivalence
ratio. Normally one would not anticipate an increase in total heat
release as the equivalence ratio increases beyond 1.0. However,
chemical analysis of prechamber gas samples shows a general
trend of increasing combustion efficiency with increasing equiva-
lence ratio.

Similarly, as shown in Fig. 5, the prechamber pressure rise and
the maximum prechamber jet velocity increase with equivalence
ratio for all data taken. The parameters in Fig. 5 show a general
increasing trend with prechamber equivalence ratio. These param-
eters can be associated with total heat release in the prechamber. If
the prechamber total heat release is larger, then one can expect a
larger pressure rise and prechamber jet velocity.

Prechamber Mass Flow and Heat Release. The prechamber
heat release analysis is performed on the data taken at a precham-
ber equivalence ratio of about 1.11, where the lowest COV of
peak pressure occurs �see Fig. 4�. The computed prechamber heat
release is shown in Fig. 6. Also shown in Fig. 6 are the measured
pressure profile, the computed mass flow from the prechamber
into the main chamber, and the bulk temperature profile. This

Fig. 2 Prechamber cutaway profile

Fig. 3 Prechamber instrumentation schematic

Fig. 4 Dependence of prechamber combustion on equiva-
lence ratio
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computation is performed during the interval between the pre-
chamber ignition and start of combustion in the main chamber. It
is interesting to note that the mass flow rate out of the prechamber
peaks at about 0.1 kg /s about when the total heat release rate
�slope of prechamber heat release curve� is a maximum. The mass
flow analysis shows that about 52% of fuel/air mass present in the
prechamber at the start of prechamber ignition flows into the main
chamber during the prechamber combustion process.

The prechamber total heat release curve shown in Fig. 6 indi-

cates that 0.34 kJ is released during the prechamber combustion.
Note that this value is higher than all the prechamber total heat
release values in Fig. 4. The data in Fig. 6, however, were taken
on a different, unrelated test run from the data in Fig. 4. There is
about 1.1 kJ of chemical energy in the fuel-air mixture in the
prechamber at ignition. The relative fraction of the chemical en-
ergy released in the prechamber is therefore less �31%� than that
released in the main chamber �79%�. Thus, as combustion occurs
in the prechamber, one possibility is that much of the prechamber
fuel is propelled into the main chamber unburned. It is also pos-
sible that much of the fuel is partially reacted and intermediate
combustion products are injected into the main chamber.

The prechamber peak temperature �about 1450 K� is less than
the main chamber peak temperature �about 1510 K�. This is un-
expected based on the difference in equivalence ratio. Combustion
in the prechamber occurs at an equivalence ratio near stoichio-
metric, whereas combustion in the main chamber is very lean.
Thus, the theoretical �i.e., adiabatic, constant volume� flame tem-
perature in the prechamber is much higher. However, during com-
bustion in the prechamber energy leaves via mass flow out the
nozzle and the heat transfer surface to volume ratio is larger for
the prechamber. These two effects combine to reduce the pre-
chamber bulk temperature.

The temperature calculations provide an indication of NOx pro-
duction in the prechamber. It is generally accepted that the NOx
formation rate becomes significant at 2200 K. Thus, the tempera-
ture computation indicates that NOx formation in the prechamber,
for this design, is not large. This is consistent with in-cylinder
sampling results from earlier work �11�, where moderate levels
�	600 ppm� of NOx were measured in the prechamber near pre-
chamber peak pressure. For future prechamber designs, it may be
possible to more completely burn the fuel in the prechamber and
inject a higher percentage of prechamber mass into the main
chamber, while maintaining a peak prechamber temperature below
the critical NOx formation temperature.

Prechamber and Main Chamber Heat Transfer. The pre-
chamber and main chamber wall heat transfer loss �kJ /deg m3�
profiles are plotted in Fig. 7. The heat transfer rates are normal-
ized relative to the respective chamber volume. The convection
heat transfer coefficient and the prechamber and main chamber
wall heat transfer rates are also plotted. The prechamber wall heat
transfer is shown in the plot during prechamber combustion only.
The measured main chamber cylinder pressure is included for
reference. The wall heat transfer losses are negative since the
energy transfer is out of the cylinders. Note that during precham-
ber combustion the prechamber wall heat transfer loss is signifi-

Fig. 5 Prechamber pressure rise and jet velocity

Fig. 6 Prechamber heat release characteristics versus crank
angle

Fig. 7 Prechamber and main chamber heat transfer versus crank angle
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cantly greater than the main chamber heat transfer loss. The con-
vection heat transfer coefficient is dependent on, among other
parameters, instantaneous piston speed and pressure rise �Pf

− Pm�. During main chamber combustion, the piston is accelerat-
ing and the pressure rise is increasing. Consequently, a large in-
crease in convection heat transfer coefficient is seen.

Comparison of Overall Heat Release. Figure 8 shows the heat
release results with prechamber ignition. The open chamber
�spark� ignition results are presented in Fig. 9. The main chamber
pressure and prechamber pressure are plotted in the figures. Also
plotted are the total heat release rate, and the total and net heat
release. The difference between the total and net heat release is
due to the wall heat transfer loss. The prechamber pressure profile
follows the main chamber pressure profile except during the com-
bustion process in the prechamber. Note that the magnitude of the
pressure rise of the prechamber during combustion is about 25%
of the pressure rise in the main chamber.

The heat release rates quickly rise during combustion, reach a
maximum just before peak pressure, and then transition to zero at
the end of the combustion process. Comparison of the heat release
rate profiles in Figs. 8 and 9 indicates that combustion takes place
in a shorter period of time with prechamber ignition. The increase
in the heat release rate for prechamber ignition occurs over a
smaller crank angle duration and reaches a peak value approxi-

mately 50% larger.
The net and total heat release curves in Figs. 8 and 9 are very

similar. The net heat release peaks 58 deg after peak pressure then
gradually decreases. This decrease occurs because late in the com-
bustion process the rate of heat transfer from the cylinder is
greater than the instantaneous rate of heat release due to the
combustion.

The difference in magnitude between the total heat release and
net heat release is due to the heat transfer. The net heat release
curve was found to be independent of the heat transfer correlation.
The total heat release curve should increase during combustion,
then gradually transition to a slope of zero. The total heat release
curve generally adheres to this behavior.

The total heat released can be compared to the chemical energy
in the cylinder to ensure that the magnitude of the total heat re-
lease is appropriate. The chemical energy was computed from the
lower heating value �47.7 MJ /kg� using the measured fuel gas
composition, the trapped AF ratio �21.86� evaluated from the ex-
haust composition measurements �15�, the scavenging efficiency
�73%� determined from earlier scavenging measurements, and the
trapped mass �41.1 g� computed from the air manifold tempera-
ture and the exhaust manifold pressure. The resulting chemical
energy was calculated to be 62.7 kJ compared to a total heat re-

Fig. 8 Heat release versus crank angle for prechamber ignition

Fig. 9 Heat release versus crank angle for open chamber ignition
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lease of 51.6 kJ. The total heat release is expected to be less than
the chemical energy, since the chemical energy calculation is
based on an ideal combustion process.

A direct comparison between open chamber and prechamber
ignition of two parameters is made in Fig. 10. The two parameters
are bulk, or average, main chamber temperature, and mass frac-
tion burned. The mass fraction burned is the instantaneous heat
release divided by the maximum heat release, which occurs at the
end of the combustion process. The data show that the bulk cyl-
inder temperature significantly peaks after peak pressure. Addi-
tionally, the peak bulk cylinder temperature is significantly below
the adiabatic flame temperature, which is above 2000 K. Clearly,
the rate of combustion is larger in the prechamber case, as illus-
trated earlier with total heat release rate. The mass fraction burned
for prechamber ignition increases much more rapidly than for
open chamber ignition. Consequently, the bulk temperature peaks
earlier in the prechamber ignition case.

Summary and Conclusions
Heat release analysis based on cylinder pressure data and the

first law of thermodynamics for the precombustion chamber has
been developed. It was applied to a large bore natural gas two-
stroke cycle engine. The Woschni correlation was utilized to
model heat transfer. Heat release analysis was performed on test
data from the large bore engine.

Based on heat release modeling and test data analysis, the fol-
lowing conclusions and observations are made.

• Main chamber heat release rates are much more rapid for
prechamber ignition compared to spark ignition.

• Heat release analysis in the prechamber indicates that either
the fuel is partially reacted or a significant fraction of the
fuel flows into the main chamber unreacted.

• About 52% of the mass in the prechamber, at ignition, flows
into the main chamber during prechamber combustion.

• Prechamber total heat release, pressure rise, and maximum
jet velocity all increase with increasing equivalence ratio.

• Prechamber combustion duration and COV of peak pressure
are minimized at a prechamber equivalence ratio of about
1.09.

• The above performance optimum does not correspond to the
equivalence ratio where the most prechamber energy is re-
leased, which occurs at a larger equivalence ratio.
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Nomenclature
A � cylinder wall area
B � cylinder bore
C � empirical constant

Cp � gas specific heat at constant pressure
Cv � gas specific heat at constant volume
hc � convective heat transfer coefficient for com-

bustion chamber walls
h � enthalpy of the mass flowing in/out of the

prechamber
k � gas thermal conductivity

m � mass flowing through the prechamber nozzle,
positive into prechamber

Nu � Nusselt number
P � instantaneous cylinder pressure

Pf � instantaneous firing cylinder pressure
Pm � instantaneous motored cylinder pressure
Po � gas pressure at exhaust port closure
Q � combustion energy released in combined main

chamber and prechamber
Qw � heat transfer through cylinder walls
Qpc � combustion energy released in the prechamber

Qw-pc � prechamber wall heat transfer, positive into
prechamber

R � ideal gas constant
Re � Reynolds number

T � instantaneous cylinder temperature
To � temperature at exhaust port closure
Tw � cylinder wall temperature

t � time
Up � mean piston speed

V � instantaneous cylinder volume
Vd � displacement volume
Vo � volume at exhaust port closure

Vpc � prechamber volume

Fig. 10 Comparison of open chamber and prechamber ignition tem-
perature and burn fraction
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� � crank angle
� � gas density
� � gas viscosity
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An Imaging Study of Compression
Ignition Phenomena of
Iso-Octane, Indolene, and
Gasoline Fuels in a
Single-Cylinder Research Engine
High-speed imaging combined with the optical access provided by a research engine
offer the ability to directly image and compare ignition and combustion phenomena of
various fuels. Such data provide valuable insight into the physical and chemical mecha-
nisms important in each system. In this study, crank-angle resolved imaging data were
used to investigate homogeneous charge compression ignition (HCCI) operation of a
single-cylinder four-valve optical engine fueled using gasoline, indolene, and iso-octane.
Lean operating limits were the focus of the study with the primary objective of identifying
different modes of reaction front initiation and propagation for each fuel. HCCI combus-
tion was initiated and maintained over a range of lean conditions for various fuels, from
��0.69 to 0.27. The time-resolved imaging and pressure data show that high rates of
heat release in HCCI combustion correlate temporally to simultaneous, intense volumet-
ric blue emission. Lower rates of heat release are characteristic of spatially resolved blue
emission. Gasoline supported leaner HCCI operation than indolene. Iso-octane showed a
dramatic transition into misfire. Similar regions of preferential ignition were identified for
each of the fuels considered using the imaging data. �DOI: 10.1115/1.2898720�

Keywords: homogeneous charge compression ignition, imaging, optical engine

Introduction
Ignition and combustion are the most important processes in

homogeneous charge compression ignition �HCCI� engines, and
these phenomena are considered limited by chemical kinetics.
HCCI engines have several potential advantages over traditional
spark ignition �SI� and diesel engines �1,2�. HCCI offers greater
fuel economy than SI engines, because they are capable of higher
compression ratios and reduced throttling losses. HCCI engines
also offer lower NOx and particulate emissions than diesel en-
gines, as a result of reduced local high-temperature zones and the
homogeneous nature of the reaction. HCCI engines, however,
present unique challenges, as chemical kinetics supplant tradi-
tional control strategies �i.e., SI and diesel injection timing�.

Recent rapid compression facility �RCF� studies of iso-octane/
air mixtures by He et al. �3� and Walton et al. �4–6� have demon-
strated the presence of distinct ignition regimes. Under low fuel
mole fraction conditions, only volumetric ignition was observed
�3,4�. At higher fuel mole fractions, reaction fronts appeared to
propagate throughout the test chamber of the RCF prior to volu-
metric ignition �4�. The presence of the reaction fronts served to
accelerate ignition. The presence of similar phenomena during
HCCI operation of a reciprocating piston engine could complicate
ignition timing and the development of robust timing strategies.
Additionally, Kaiser et al. �7,8� observed a dramatic change in the
engine-out emissions at equivalence ratios of approximately 0.2 in
their study of a single-cylinder engine operating in HCCI mode
using gasoline fuel. Kaiser et al. proposed that the shift in emis-

sions could be explained by flame “propagation over relatively
short distances” for equivalence ratios less than 0.2. The debate
over the presence of reaction fronts motivates in part the current
work.

The primary objective of the new optical research engine facil-
ity at the University of Michigan �UM� is to provide improved
understanding of the chemical and physical mechanisms that are
important in advanced engine systems, including expanded HCCI
and other low-temperature combustion strategies. Research con-
ducted with the optical engine research facility complements that
conducted using the UM RCF, expanding to experiments with
multiple cycles in a flexible, production-based engine configura-
tion. Specifically, the objective of the current work is to charac-
terize the ignition phenomena observed during HCCI lean operat-
ing conditions for three classes of fuels: a reference fuel
�indolene�, a pump fuel �pump gasoline�, and a chemical surrogate
fuel �iso-octane�. Iso-octane is often used as a chemical surrogate
for gasoline, and indolene is used as a reference grade fuel for
gasoline; thus, differences in the fuel performance and relation-
ships to ignition phenomena provide insight into translating trends
in prototype engine studies to production engines.

Exeperimental Approach
All experiments were conducted using the new UM single-

cylinder optical research engine facility. This facility is based on
an optical research engine donated to the UM by the Ford Motor
Company. The optical research engine design is conceptually
based on the optical research engine developed by Sandia Na-
tional Laboratories �9�. The facility features a hydraulically sup-
ported, drop-down cylinder liner assembly with interchangeable
fused silica and steel cylinder liners supporting a Bowditch-style
piston extension with a quick-release top piston. The piston fea-
tures a removable crown insert window, made of either fused
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silica or aluminum. An elliptical mirror is fixed in the piston ex-
tension for optical access through the ø48.5 mm piston window.
The resulting facility offers excellent axial and orthogonal optical
access through the piston window/mirror and the cylinder liner.

The optical research engine, depicted in Fig. 1, is built around a
Ford Zetec-SE 1.25 L engine configuration. A modified produc-
tion cylinder head is used, employing one of the four cylinders
available. The aluminum cylinder head features fixed double-
overhead cams timing four valves �twin ø26.1 mm intake, twin
ø22.1 mm exhaust� around a centrally mounted spark plug. A flat-
top ø71.9 mm piston with Torlon® rings strokes 76.5 mm for
0.31 L displacement at 10:1 compression ratio. Fuel is port in-
jected slightly upstream of the intake ports.

The engine is driven by a Micro-Dyn 35 hydraulic dynamom-
eter, which held the engine speed constant at 700 rpm for these
experiments. Engine coolant and oil are auxiliary heated; coolant
was maintained at 90°C and oil was maintained at 60°C.

Fuel was fed to the Siemens DEKA II dual conical jet injector
at 1.7 atm. An ECM spark and fuel injection controller is inte-
grated with the dynamometer. All experiments in this study were
run with the same near-WOT throttle plate setting, with the fuel
injection pulse width varied to control the overall equivalence
ratio of the fuel/air mixture. While this caused various equiva-
lence ratios to have different engine loadings, the fixed throttle
plate setting allowed fewer changes to the engine operating con-
ditions to achieve HCCI for various equivalence ratios.

Fuel was injected very early onto a closed intake valve, at
50 deg BTDC during the compression stroke of the preceding
cycle, to assist vaporization. Ambient air was preheated with a
1.4 kW heater and the intake manifold was heated using an aux-
iliary resistive heater to deliver intake air temperatures of approxi-
mately 320°C just upstream of the fuel injector. Cylinder pressure
is measured by a piezoelectric transducer �Kistler 6125A� and
charge amplifier �Kistler 5010B�. Intake pressure is measured with
an absolute pressure sensor in a water cooled fitting �Kistler
4045A2 with Kistler 4618 amplifier�. Crank angle is encoded with
a BEI encoder at 360 signal cycles per revolution. Equivalence

Table 1 Experimental engine operating conditions considered
in the current work

Fuel �

Intake air
temperature

�°C�

Indolene 0.69 317
Indolene 0.55 317
Indolene 0.44 317
Indolene 0.34 318
Iso-octane 0.68 319
Iso-octane 0.61 319
Iso-octane 0.45 319
Iso-octane 0.29 318
Gasoline 0.65 316
Gasoline 0.52 318
Gasoline 0.45 316
Gasoline 0.37 317
Gasoline 0.27 316

Fig. 1 Schematic of the single-cylinder optical research
engine

Fig. 2 Orientation of the imaged frames with respect to the
cylinder geometry. Intake valves are on the bottom, and ex-
haust valves are on top. The spark plug is shown at the center.
The piston window is ø48.5 mm, which partially occludes the
valves.

Fig. 3 Typical pressure traces versus time for engine condi-
tions with indolene fuel. The data are superimposed for clarity.
The boxed areas coincide with imaging sequences presented
in Figs. 4–7.
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ratio is measured by an ETAS LA3 lambda meter utilizing a
Bosch broadband LSU 4.9 lambda sensor. For the current work,
the engine was run with a coolant-jacketed steel cylinder liner.

The fuels used in this work included iso-octane �2,2,4 tri-
methyl pentane; Sigma-Aldrich, anhydrous 99.8%�, indolene
�analyzed at 87.12% by weight carbon, �0.05% oxygen, 12.88%
hydrogen; H /C=1.762 97.4 RON, 88.3 MON, 92.9 AKI�, and
commercial gasoline �Shell V-Power 93 octane �AKI� summer
blend, assumed H /C=1.85 for lambda meter programming�. The
combustion chamber was imaged through the piston window us-
ing a high-speed color digital video camera �Vision Research

Phantom v7.1, color�. The camera is capable of 800�600 pixel
spatial resolution, and reduced resolution frame rates up to
160 kHz. A fast 50 mm lens �f /0.95 Nikor TV lens� and C-mount
extension tubes are used with the camera to adjust the focal length
and to reduce the focal depth along the cylinder axis. In this study,
the camera was focused at a plane coinciding with the spark plug
ground electrode and the camera settings were fixed at 320
�320 pixels at 3000 fps �frames per second� with 309 �s expo-
sure time. The camera sensor array was calibrated according to the

Fig. 4 Image sequence for indolene at �=0.69

Fig. 5 Image sequence for indolene at �=0.55

Fig. 6 Image sequence for indolene at �=0.44
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procedure outlined in Walton et al. �6�. Figure 2 depicts the ori-
entation of the imaged frames and the engine valve geometry.

Results
Intake air preheating was required to achieve HCCI combus-

tion. Once the engine speed was stabilized by the dynamometer
and preheated air was introduced to the cylinder, HCCI combus-
tion was initiated with fuel delivery only; no ignition spark was
used to initiate firing and then transition to HCCI. The engine was
operated through a range of lean conditions, as listed in Table 1.
Initial studies were conducted with indolene; then the fuel was
changed to iso-octane and later gasoline.

Indolene. Examples of typical pressure traces for each indolene
equivalence ratio condition are shown in Fig. 3. The image se-
quences shown in Figs. 4–7 correlate to each of the pressure
traces, as indicated in Fig. 3. The pressure traces for �=0.69 and
�=0.55 showed little cycle-to-cycle variation; however, leaner
conditions exhibited considerable irregularity. Pressure traces at
conditions of �=0.69 and 0.55 show ignition during compression
and high heat release rates. Pressure traces at �=0.44 showed
ignition closer to TDC, with lower rates of heat release. For �
=0.34, the pressure traces show that HCCI combustion began dur-
ing the expansion stroke, occurring later with leaner conditions.

Figures 4–7 show image sequences for HCCI combustion of
indolene at various equivalence ratios. Each imaging frame repre-
sents a time interval of 333 �s, which at 700 rpm translates to 1.4
CAD. The time markers shown in the imaging frames are with
respect to an arbitrary camera synchronization trigger signal for
each run. All images have been saturation and gain adjusted for
clarity.

All of the series show blue emission originating in a localized
area in the combustion chamber. The time observed for the blue
emission to expand from the point of origin to the remainder of
the combustion chamber increased with leaner conditions. At �
=0.69, relatively uniform blue emission consistently developed
across the combustion chamber within one image sequence �1.4
CAD� of the first indication of ignition. The data at �=0.55
showed similar but slightly longer time to observe emission
throughout the cylinder. At leaner conditions, the propagation re-
quired significantly longer times and emission never appeared si-
multaneously throughout the volume of the combustion chamber.

The images obtained at �=0.69 �Fig. 4� showed bright white
emission, which may be attributed to saturation of the camera
array or thermal emission from soot particles. Further experi-
ments, discussed below, indicate that the white emission is due to
the camera pixel saturation. Leaner conditions did not produce

white emission.
The rapid heat release rates characterized as rapid increases in

the pressure trace data for �=0.69 and 0.55 in Fig. 3 correspond
temporally to the visualization of intense blue emission through-
out the volume of the combustion chamber as seen in the imaging
sequences of Figs. 4 and 5. The less pronounced heat release rate
seen in Fig. 3 for �=0.44 corresponds to the slightly less than
complete volume, less intense blue emission data presented in Fig.
6. The spatially resolved, weaker blue emission seen in Fig. 7 for
�=0.34 corresponds to the small pressure rise on the expansion
stroke seen in Fig. 3.

Iso-Octane. Examples of typical pressure traces for each iso-
octane run are shown in Fig. 8. The image sequences shown in
Figs. 9–12 correlate to the pressure traces where indicated in Fig.
8, with the exception of the image sequence for �=0.45. The
imaging sequence for that experiment was not synchronized with
pressure data. Consequently, a typical but not matching sequence
of images is presented for that condition.

The cylinder pressure traces for �=0.68 showed ignition during
compression, high heat release rates, and little cycle-to-cycle
variation. Sequential pressure traces for �=0.61 showed consid-

Fig. 8 Typical pressure traces versus time for engine condi-
tions with iso-octane fuel. The data are superimposed for clar-
ity. The boxed areas coincide with imaging sequences pre-
sented in Figs. 9, 10, and 12.

Fig. 7 Image sequence for indolene at �=0.34
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erable variation, indicating misfire instability. The misfire condi-
tions showed variation including ignition during compression, ig-
nition during the expansion stroke, and pressure data resembling
motoring conditions. Figure 8 contains an example of one of the
most prevalent firing cycle behavior modes. The leaner �=0.45
and 0.29 conditions showed much less cycle-to-cycle variation in

the pressure profiles; however, the peak pressures were very low,
resembling motoring pressure data. There was little obvious
ignition-induced effect on pressure.

Figures 9–12 show image sequences for HCCI combustion of
iso-octane at various equivalence ratios. All images have been
saturation and gain adjusted for clarity. All of the iso-octane im-

Fig. 9 Image sequence for iso-octane at �=0.68

Fig. 10 Image sequence for iso-octane at �=0.61
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ages show blue emission originating in a localized area in the
combustion chamber. The time required for the blue emission to
expand from the point of origin to the remainder of the combus-
tion chamber increased with leaner conditions. At �=0.68, rela-
tively uniform blue emission consistently developed across the
combustion chamber within four images �5.6 CAD� of the first
indication of ignition, as shown in Fig. 9. The next leaner condi-
tion, �=0.61, showed extreme signs of misfire through variation
in cylinder pressure and in ignition imaging. Figure 10 shows the
image sequence associated with one of the more frequently ob-
served phenomena, with blue emission extending for 45 image
frames �63 CAD�. Other image sequences for �=0.61, not shown,
contained emission spanning between 32 frames ��45 CAD� and
260 frames ��364 CAD�. Blue emission never appeared simulta-
neously throughout the volume of the combustion chamber for
conditions leaner than �=0.68.

As observed with some indolene conditions, the images ob-
tained for iso-octane at �=0.68 showed bright white emission
�see Fig. 9�, and again leaner conditions did not produce white
emission. At the leanest conditions studied for iso-octane, �
=0.29, blue emission was only occasionally observed during a
cycle. Those cycles, which did exhibit emission, indicated very
weak intensities that appeared to travel throughout the cylinder for
long times �see Fig. 12�, around 20–40 frames ��30–55 CAD�.

The rapid heat release rate for �=0.68 noted in Fig. 8 corre-
sponds temporally to the fully volumetric, intense blue emission

seen in Fig. 9. Leaner conditions exhibited neither simultaneous
volumetric blue emission nor high rates of heat release on the
pressure traces.

Gasoline. Examples of typical pressure traces for each gasoline
run are shown in Fig. 13. The image sequences shown in Figs.
14–18 correlate to the pressure data, as indicated in Fig. 13. All
images have been saturation and gain adjusted for clarity. The
pressure data showed that ignition occurs during compression
with high heat release rates for �=0.65. Leaner conditions at �
=0.52, 0.45, 0.37, and 0.29 showed ignition near TDC with de-
creasing heat release rates. The pressure data also showed increas-
ing cycle-to-cycle variation in cylinder peak pressure with leaner
fuel mixtures. Unlike the leanest iso-octane conditions, the igni-
tion events for gasoline were always identifiable from the pressure
data.

Figures 14–18 show image sequences for HCCI combustion of
gasoline for decreasing equivalence ratios. Each of the gasoline
sequences show blue emission originating in a localized area in
the combustion chamber. As found with the higher equivalence
ratios for the indolene and iso-octane fuels, the images obtained at
�=0.65 showed bright white emission, after blue emission devel-
oped across the entire combustion chamber. Similar to the other
fuels studied, the white emission was not observed at the leaner
conditions. Gasoline exhibited behavior similar to indolene in the
relationship between heat release rate and simultaneous volumet-

Fig. 11 Image sequence for iso-octane at �=0.45
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ric blue emission, where higher rates of pressure rise correspond
temporally to more intense, volumetric blue emission �see Figs.
13–18�.

Discussion
The visible blue emission recorded by the camera is attributed

to C2 and/or CH, which have strong emission bands in the blue
�C2: 473.7 nm, 516.5 nm, 563.5 nm; CH: 431.2 nm �10��. In sev-
eral flame studies, CH has been used to as a marker of the flame
zone �e.g. Refs. �11,12��. Consequently, the blue emission ob-
served here is considered indicative of the combustion reaction
front.

A separate series of experiments was conducted to determine if
the white regions recorded in some imaging sequences were an
indication of high-temperature radiation from soot or the result of
sensor saturation. For these experiments, the engine was operated
in HCCI mode with intake air preheated to approximately 320°C
with indolene at an equivalence ratio of �=0.69. The engine ex-
hibits strong, consistent HCCI combustion under these conditions.
Axial image sequences were then acquired while increasing the
frame rate and decreasing the exposure time. The following set-
tings were used:

• 3000 fps, with 309 �s exposure
• 9000 fps, with 100 �s exposure
• 18,000 fps, with 50 �s exposure

The resulting images �Fig. 19� showed only blue emission for
the faster frame rates and lower exposure times, indicating that the
white regions are due to the sensor saturation from the high-
intensity blue emission, not due to the thermal emission from soot.
Although such studies of the effects of the camera settings were
not conducted for all fuels in this work, the engine operating
conditions are sufficiently similar that we attribute the white re-
gions observed in this work �see Figs. 4, 9, and 14� to sensor
saturation, not soot.

In this study, gasoline supported the leanest stable HCCI opera-
tion and exhibited a gradual transition toward more spatially re-
solved, slower, weaker ignition behavior as equivalence ratio was
decreased. Indolene did not exhibit the same range of lean HCCI
operation as gasoline, but followed the same general ignition be-
havior as mixtures became leaner. Iso-octane did not support a
stable transition through leaner mixtures. The ignition imaging for
iso-octane at leaner mixtures shows the ignition event to be much
more spatially resolved �Figs. 10–12� than either indolene �Figs.
5–7� or gasoline �Figs. 15–18�. These differences suggest that neat
iso-octane may not accurately predict HCCI lean ignition behavior
in a real engine. Future work will include studies of
iso-octane/n-heptane mixtures to understand if they more closely
follow gasoline and indolene performance.

A study of where the first sign of ignition emission originates in

Fig. 12 Image sequence for iso-octane at �=0.29

Fig. 13 Typical pressure traces versus time for engine condi-
tions with gasoline fuel. The data are superimposed for clarity.
The boxed areas coincide with imaging sequences presented
in Figs. 14–18.
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Fig. 14 Image sequence for gasoline at �=0.65

Fig. 15 Image sequence for gasoline at �=0.52

Fig. 16 Image sequence for gasoline at �=0.45
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cylinder was conducted. Image sequences from multiple cycles �a
minimum of ten per fuel and equivalence ratio condition� were
evaluated in terms of where ignition occurred. Approximately 150
image sequences were considered in total. Plotting these ignition
sites revealed a pattern, which existed for all fuels and equiva-
lence ratios studied, where ignition began approximately 50% of
the time in a pair of zones located at the edges of the cylinders
between the intake and exhaust valves, shown in Fig. 20. The
remaining ignition sites appeared randomly distributed. The pref-
erential ignition zones likely indicate the existence of hotter re-
gions within the combustion chamber. While the size, location,
and strength of such a temperature gradient would depend on
many engine-specific factors, all real engines would exhibit tem-
perature gradients to some extent.

Since the heat release rate is difficult to measure, a net apparent
heat release rate is defined from the experimentally measured
pressure time histories and the piston displacement profile:

dQn

dt
=

�

� − 1
p

dV

dt
+

1

� − 1
V

dp

dt
�1�

where Qn is the net apparent heat release rate, p is the cylinder
pressure, V is the cylinder volume, and � is the specific heat ratio.
Equation �1� is taken from Heywood �13� in which �=1.35 was
recommended as an appropriate value at the end of the compres-
sion stroke, and �=1.26–1.3 was recommended for the burned
gas. In this study, �=1.35 was used. Apparent heat release for a
moderate HCCI ignition event is shown in Fig. 21. Consistent
with observations on HCCI in other imaging literature, peak
chemiluminescence is coincident with peak heat release.

Summary and Conclusions
The results of the current work demonstrate that high-speed

imaging provides direct time-resolved data on ignition and reac-
tion phenomena important during HCCI operation of a single-
cylinder research engine for a range of benchmarking fuels. HCCI
combustion was initiated and maintained over a range of lean
conditions for the three fuels considered, with equivalence ratios
varying from �=0.69 to 0.27. Air preheating was required to
achieve ignition for the engine geometry and operating conditions
considered.

Fig. 17 Image sequence for gasoline at �=0.37

Fig. 18 Image sequence for gasoline at �=0.27
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The time-resolved imaging and pressure data clearly show that
high heat release rates in HCCI combustion correlate to intense
blue emission, which occurs simultaneously throughout the vol-
ume of the combustion chamber. Lower rates of heat release are
characteristic of blue emission that appears at local ignition sites
over longer time intervals within the combustion chamber. How-
ever, it has been noted in the literature that at conditions close to
misfire, there is a weaker relationship between chemilumines-
cence and heat release rate. The pump gasoline used supported
leaner HCCI operation than indolene. Iso-octane showed a dra-
matic transition into misfire and exhibited many sparse ignition
events at low equivalence ratios. Ignition imaging suggests local
hot zones result in preferential ignition sites for all of the fuels and
equivalence ratios studied.

Indolene and gasoline reproduced similar ignition phenomena,
whereas iso-octane was markedly different. This is somewhat un-
expected as iso-octane is considered a chemical surrogate for
gasoline and under HCCI conditions, where kinetics are rate lim-
iting, more similarities in ignition behavior might be expected.
Therefore, some caution should be used when considering neat
iso-octane for benchmarking HCCI operation. This study also
demonstrates the value of ignition imaging when applying HCCI
or other low-temperature combustion control strategies, as a
means to identify flow field or thermal features, such as nonuni-
formities or hot spots, which can significantly augment or hinder
ignition control and engine performance.
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Nomenclature
AKI � antiknock index ��RON+MON� /2�
atm � atmospheres

CAD � crank angle degree
fps � frames per second

MON � motor octane number
RON � research octane number

rpm � revolutions per minute
TDC � top dead center

WOT � wide open throttle

Greek Symbols
� � specific heat ratio
� � equivalence ratio

Symbols
ø � diameter
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A Study of the Transition Between
Lean Conventional Diesel
Combustion and Lean, Premixed,
Low-Temperature Diesel
Combustion
New diesel combustion modes face difficult challenges with respect to engine-out emis-
sions and transient behavior. Transitions between lean conventional diesel combustion
and lean, premixed, low-temperature diesel combustion are investigated with an automo-
tive diesel engine. Effects of fuel pressure on transitional cycles are investigated. Cycle-
by-cycle heat release analysis is performed and an exhaust mass flow model is used to
obtain cycle-averaged NO concentrations. The behavior of combustion progression and
NO emissions during the transitions is discussed. Observed cool-flame behavior is iden-
tified and explained. �DOI: 10.1115/1.2906177�

Keywords: transient diesel combustion mode switching

Introduction
The EPA expects that by 2015 in the U.S., diesel-powered ve-

hicles will represent 24% of the light truck market and 9% of the
car market �1�. Diesel engines are more efficient than gasoline
engines. They typically have higher compression ratios for better
thermal efficiency; their loads are not controlled by a throttle; they
burn lean mixtures with high combustion efficiency; the products
of diesel combustion have higher specific heat ratios than for stoi-
chiometric, spark-ignited combustion products and therefore die-
sels enjoy additional thermal efficiency benefits; and diesel en-
gines are nearly always turbocharged, which further improves
efficiency. Increasing corporate average fuel economy standards
�2� for light trucks make diesel engines even more attractive to
manufacturers.

In order for diesel-powered vehicles to succeed in the US, they
will have to pass ever-tightening EPA emission regulations.
Shown below are some of the 2007 Tier 2 standards along with
the 1994 Tier 1 standards for comparison; light duty vehicles must
meet these new limits after 10 years or 120,000 miles of use �3,4�.

Vehicle emissions may be reduced in two basic ways: in-
cylinder combustion development or exhaust aftertreatment. Al-
though probably necessary, exhaust aftertreatment systems can be
expensive and may require complex regeneration strategies �5�.
NOx is particularly difficult to reduce with aftertreatment in diesel
engine exhaust because of a lack of reducing agents in the ex-
haust. Whatever exhaust aftertreatment is in place, its burden will
certainly be lessened if the engine-out NOx and soot emissions are
minimized. To this end, low-temperature, premixed compression
ignition �PCI� strategies have been developed. In order to achieve
low-temperature, “modulated kinetics” combustion in an engine,
Kimura et al. flow high levels of EGR in their diesel engine �6�.
To ensure that premixing occurs, they verify that all of the fuel is
injected before combustion begins. In order to help maintain low
temperatures and long ignition delays at higher engine output lev-
els, they decrease the compression ratio, retard the injection tim-

ing, and cool the EGR gas. Also, increased injection pressures
create shorter injection durations. High swirl ratios are used to
help mixing and reduce both hydrocarbon and soluble organic
fraction emissions. Similar operating parameters have been imple-
mented in the General Motors Cooperative Research Laboratory
at the University of Michigan �7�.

Some literature suggests that the load limits of lean premixed
diesel combustion are governed by knocking �8,9�, while other
literature suggests that excessive soot emissions limit the load
range of PCI combustion �10�. Regardless of which problems ex-
ist with high-load operation, it has been suggested that diesel en-
gine calibrations utilize PCI operation at low to midloads and
conventional diesel combustion at higher loads and engine speeds
�9�. This implies that the engine calibration would have to switch
between a PCI strategy and a conventional strategy, possibly doz-
ens of times during a driving cycle �11�. This operation is not
straightforward and very little has been published on this topic. It
is uncertain how characteristics of combustion will change for
each cycle during the transition; cycle-by-cycle heat release analy-
sis will provide insight about this combustion progression.

The focus of this study is to examine transitions between lean
conventional diesel combustion and low-temperature, lean pre-
mixed diesel combustion. Specifically, the effects of such transi-
tions on cycle-by-cycle NO emissions and combustion progres-
sion are presented here.

Experimental Development
All experiments are performed at the General Motors Coopera-

tive Research Laboratory �CRL� at the University of Michigan in
Ann Arbor. The engine used for this study is a 1.7 l four-cylinder
automotive diesel engine. It is equipped with a high pressure
Bosch common-rail injection system, four valves per cylinder, a
turbocharger with a variable geometry turbine, a poppet-style
EGR control valve, and a large EGR cooler. Pistons with larger
bowls have replaced the original pistons to reduce the static com-
pression ratio of the engine to 16:1. Cylinder pressure for Cylin-
der 3 is measured with a Kistler 6041A water-cooled pressure
transducer and digitized every half-degree crank angle. The fuel
used for this study is low-sulfur Swedish diesel fuel with a cetane
number of 55.
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A Cambustion NDIR500 fast-response analyzer is used to si-
multaneously measure CO2 concentrations in both the EGR sys-
tem and in the intake system in between the intake ports for Cyl-
inder 3. Analog voltage outputs from the NDIR500 are digitized
on a high-speed basis. Figure 1 schematically shows where these
measurements are taken, as well as the location of the exhaust NO
measurement. A Cambustion CLD500 is used to measure NO con-
centrations in Cylinder 3’s exhaust port; the analog output signal
is also digitized with the high-speed data acquisition system. An
AVL CEB II emission analyzer is used to develop and characterize
the steady-state operating points of the engine; it provides data not
measured by the fast-response emission analyzers �see Table 1�.

In order to obtain a representative value for the EGR rate that
can rapidly change throughout a transition, the ratio of intake CO2
concentration to exhaust CO2 concentration is defined as the EGR
rate:

%EGR = 100
CO2,inlet

CO2,exhaust
�1�

The mean value of the calculated EGR for the intake stroke of
each cycle is taken as the cycle-averaged EGR value for that
cycle.

In order to explore the engine’s behavior during the transition
from lean conventional combustion and lean PCI combustion, two
types of transitions are performed: primary and secondary transi-
tions.

Primary Transitions. The primary transitions are intended to
establish the “base line” case of quickly switching the engine’s
calibration from a conventional combustion strategy to a low-
temperature, premixed strategy. In order to do this, both the con-
ventional and low-temperature premixed operating conditions are
first defined; this involves using the engine control software to set

fueling and EGR parameters until the desired operating condition
is met �see Table 2 for a summary of each operating condition�.
The operating conditions are carefully chosen and adjusted so that
a calibration change from the conventional calibration to the pre-
mixed calibration does not significantly affect the measured over-
all engine fuel flow rate. Specifically, the target coefficient of
variance �COV� for the fuel flow rate during a given transition is
5% for the duration of each transition, but it is often less than 2%
or 3% for a given transition. Once the two operating conditions
are defined, the engine’s calibration is changed as quickly as pos-
sible between the two combustion modes as high-speed data are
acquired. The process is repeated five times to generate a set of
five primary transitions.

Secondary Transitions. After analysis of the primary transi-
tions, it is observed that the fuel pressure does not quickly change
from 600 bars to 900 bars. Rather, it makes a slow, controlled,
linear change that takes several seconds. Experience with the
single-cylinder version of this engine suggests that this is not a
hardware phenomenon but a limitation imposed by the engine
control unit. Every attempt to alter this fuel pressure ramp rate is
made, but all attempts are unsuccessful. This poses a problem,
because a modern diesel engine will likely need to perform a
much more rapid increase in fuel pressure to make such a transi-
tion in a reasonable amount of time. It is out of this problem that
the secondary transitions are conceived. Of interest during the
transitions are the few cycles immediately following the calibra-
tion change; the effect of the fuel pressure on these few cycles
needs to be understood. So, the starting fuel pressure is adjusted
so that the fuel pressure during these first few transitional cycles is
higher than it is for the first few cycles of the primary transitions.
For the secondary transitions, three types are tested: 600–900 bar
transition �to reevaluate the base line�, 750–900 bar transition �in-
termediate fuel pressure change�, and a 900–900 bar transition
�constant fuel pressure�.

The testing procedure is similar to the primary transitions with
one change: As the starting rail pressure is increased, the main
injection timing �and consequently the pilot timing� is slightly
retarded for the conventional operating points so that the brake
mean effective pressure �BMEP� remains near 400 kPa. Multiple
secondary transitions of each type are performed in order to es-
tablish repeatability.

Analysis

Heat Release. In order to provide insight into the combustion
processes that occur during engine transitions, heat release analy-
sis is performed. This analysis provides apparent rate of heat re-
lease data, which can be considered as the rate at which the fuel is

Fig. 1 Schematic of engine and emission measurements

Table 1 US light-duty vehicle emission standards
„g/mi… *NMHC

Table 2 Summary of steady-state operating
points
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burning. This rate of heat release, when integrated, provides a
cumulative heat release curve for each cycle. This cumulative
curve provides the locations of various milestones for each cycle
�i.e., when 5%, 50%, or 90% of the trapped mass has burned,
etc.�. The program used for this analysis is called UMHR �Univer-
sity of Michigan Heat Release Program�; it is written in FORTRAN.
It was originally intended for spark-ignition engines and is a
single-zone model, but it has used been previously for analysis of
diesel engine cycles �7,12�. More information about this code can
be found in Ref. �13�.

When reporting various values based on heat release analysis, it
is interesting to determine the sensitivity of the analysis to pos-
sible errors in the input parameters, especially those measured
during the transitions. Of interest are the 5% burn location, which
is taken to be the start of combustion, and the 50% burn location,
which has important implications on combustion phasing �the
relative position in the cycle at which the bulk of combustion
occurs� and therefore temperatures in the cylinder during a given
cycle. A sensitivity analysis has been performed to determine the
effects of errors in the following input parameters: EGR rate,
equivalence ratio, and mass of fuel per cycle.

Thirty cycles of heat release data calculated for a transition are
compared. The minimum and maximum deviations from the base
line case are noted after comparing all of the cycles on a cycle-
by-cycle basis, for each changed input parameter and for both
burn location values. The error cases that are believed to be least
likely �based simply on experience� are disregarded. With com-
bined likely errors in all three input values, the worst-case error in
5% burn location is approximately 1 deg, and for the 50% burn
location, it is approximately 1.5 deg. Observed trends in these
metrics are not obscured by errors of this magnitude.

Exhaust Mass Flow Model and NO Calculations. Experience
from steady-state development of both the conventional combus-
tion and PCI operating conditions suggests that the vast majority
of the NOx in the exhaust exists as NO, so it is assumed that
cylinder-out NOx follows the same trends as does cylinder-out
NO. Since the NO concentration measured by the CLD500 is
sampled every half degree, there are 1440 different values of NO
concentration for each engine cycle. An example is shown in Fig.
2; data are shown from exhaust valve opening �EVO� to the end of
the exhaust stroke.

These data must be condensed into a single value for each
engine cycle in order to be useful. One means to an end is to
simply average the NO concentrations taken between EVO and
the end of the exhaust stroke. However, this method does not take
into account variations in the flow rate of exhaust gases past the
sampling probe as the crank angle changes. For this reason, a
model for exhaust mass flow is constructed for every cycle and
used to create a weighted average NO concentration for each
cycle. This section briefly explains the construction of the model
and follows from Heywood’s analysis �14�.

The first part of the model describes the flow through the ex-
haust valve during the blowdown process, when the flow is as-
sumed to be compressible. Both choked flow and nonchoked flow
are modeled. The exhaust system pressure is not directly mea-
sured for each cycle; it is taken to be the averaged cylinder pres-
sure measured from 180 deg to 185 deg after top dead center
�ATDC�. The cylinder pressure data are smoothed with an aver-
aging routine before calculation. Specific heat ratios and gas con-
stants are calculated by the heat release routine and as a first
approximation, they are assumed to be constant throughout the
exhaust process. Exhaust valve lift profiles are known for the test
engine; experimental discharge coefficients are estimated from a
paper by Bohac and Landfahrer �15�. Measured discharge coeffi-
cients for a small, direct-injected turbodiesel engine �Exhaust Port
No. 2 in Ref. �15�� are used to determine the discharge coefficient
for a given valve lift. It is assumed that the gas inside the cylinder
isentropically expands during the exhaust process and so the stag-
nation temperature follows the appropriate relationship.

Once the blowdown process is finished, the cylinder pressure is
very close to the pressure in the exhaust system. This difference in
pressure becomes less important to the exhaust flow. Now, it is
assumed that the exhaust gases are not compressible. The volume
rate of change of the cylinder is assumed to be equal to the volu-
metric flow rate through the exhaust valve. This, multiplied by the
density �calculated from the ideal-gas law�, provides the mass
flow rate through the valve. The incompressible displacement
model takes effect as soon as the flow rate that is calculated from
the compressible flow model becomes less than that calculated for
the incompressible flow model.

This analysis ignores the effects of heat transfer, which would
serve to decrease temperatures and increase densities and specific

Fig. 2 Example of NO concentration measurement and cylinder
pressure

Journal of Engineering for Gas Turbines and Power SEPTEMBER 2008, Vol. 130 / 052804-3

Downloaded 02 Jun 2010 to 171.66.16.107. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



heat ratios. It also ignores the effects of gas momentum and un-
steady flow. Accuracy of cylinder pressure measurements for this
portion of the cycle is often poor due to thermal shock effects.
Even small errors in pressure can make big differences in flow
rates. Every attempt is made to make reasonable assumptions, and
the model, although far from perfect, seems to quantitatively
agree within reason to Heywood’s results. Figure 3 shows several
examples of the exhaust flow model.

More important than the absolute scaling of this model are the
relative shapes of the compressible and incompressible flows;
these serve to weight portions of the NO data different from a
simple average. Furthermore, the relative profiles for each com-
bustion event are similar, so the weighting should not significantly
change from cycle to cycle.

Once the exhaust flow model is established, it is used to create
a mass-weighted NO average for each cycle. It is observed that
mass-weighted averaging usually results in NO values that are
between 0% and 10% higher than those obtained by unweighted
averaging.

Results

Primary Transitions. Figure 4 shows how four of the engine

control parameters change during a primary transition. These are
pilot injection pulse width variable geometry turbine �VGT� ac-
tuator duty cycle, EGR valve duty cycle, and main injection
timing.

It is observed that these control parameters are constant for the
engine cycles before the transition and then they change to new
values for the cycle marked “1.” This first cycle is referred to as
the “first transition cycle,” the second as the “second transition
cycle,” and so on.

It is known that the VGT vanes and EGR valve do not instan-
taneously change positions as the pulse-width modulated control
signal to them changes. Furthermore, the physical response times
of the VGT vanes and the EGR valve are not known. However,
the intake manifold pressure and CO2 concentration, both conse-
quences of adjusting the VGT vanes and the EGR valve, are mea-
sured with high temporal resolution, and these strongly affect the
nature of the combustion.

Figure 4 shows that for the transition, the VGT duty cycle in-
creases and the EGR valve pulse width decreases to zero; this
corresponds to the turbine blades closing down to increase ex-
haust pressure and the EGR valve opening fully. Both of these
changes are made in order to increase the flow of EGR rate to
reach that of the PCI operating point. The pilot injection signal
decreases to zero as well, because there is no pilot injection with
the PCI operating condition. It is assumed that the pilot injection
completely ceases and that the main injection timing directly
changes to its new value in the first transition cycle.

It is observed that the main injection pulse width decreases,
abruptly for the first two transition cycles and then more slowly as
the fuel rail pressure increases. The fuel pressure does not
abruptly change for the first transition cycles, but then it begins a
slow, steady increase to its final value. For this reason, it is be-
lieved that the actual amount of fuel delivered to the first few
transition cycles is below the average for the whole transition.
However, since measurement hardware and/or techniques are not
in place to allow a more precise estimation of these fuel delivery
deviations, constant fuel flow is still assumed for calculation
purposes.

The measured intake manifold pressure only slightly increases
�approximately 0.5%� during the transition.

Figure 5 shows concentrations of CO2 measured by the
NDIR500 in the intake manifold and the EGR pipe just before it
mixes with the intake air. It also shows the ratio of the two, which
is defined as the percent EGR rate. Both the raw CO2 measure-

Fig. 3 Examples of exhaust flow model

Fig. 4 Engine control parameters during a primary transition
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ments and the calculated, cycle-averaged values are shown for
completeness. The EGR rate and intake CO2 averages are calcu-
lated only during the intake stroke of each cycle as this a better
representation of the recycled exhaust gas available to each engine
cycle. The EGR rate starts just below 23% and does not signifi-
cantly change during the first two transition cycles. These are
shown as Cycles 1 and 2 in Fig. 5. EGR rate dramatically changes
during the fourth and fifth transition cycles and by the ninth tran-
sition cycle, it has essentially reached its steady-state value of
approximately 40%.

The CO2 and EGR behavior is explained as follows: The first
rise in the intake CO2 is due to the EGR valve being opened to
allow more of the existing recycled exhaust gas to flow in. This
causes the CO2 concentration of the intake mixture to dramati-
cally increase. At the same time, the VGT vanes close down so
that more exhaust pressure is available to push EGR through the
system. Meanwhile, the exhaust from the first few transition
cycles takes some time to reach the probe in the EGR system. This
is approximately three to four cycles, as determined by a separate
test during which fuel injection quantity is quickly switched from
zero to a steady-state value. When this exhaust gas does reach the
probe �during the fourth transition cycle�, the exhaust CO2 con-
centration slightly decreases. This is attributed to decreased fuel
delivery during the first few transition cycles. Then, the CO2 in
the exhaust slowly increases. These gradual increases in exhaust
CO2 eventually manifest themselves in the intake CO2. More CO2
in the intake leads to higher CO2 concentrations in the exhaust,
which feeds back to the intake through the EGR system. In this
manner, both intake and exhaust CO2 concentrations tend toward
their steady-state values. Transport delay through the EGR system
is the primary reason why this behavior is not quicker. Therefore,
even though the EGR rate relatively quickly stabilizes, the intake
and exhaust CO2 concentrations take longer to reach their steady-
state values. This phenomenon has significant implications for the
concentration of oxygen in the intake and therefore on combustion
and NO emissions.

Mass-weighted, cycle-averaged NO emissions are shown in
Fig. 6; they sharply increase for the first two transition cycles and
then decrease below the conventional NO concentration for the
third transition cycle. Thereafter, concentrations essentially ap-
proach the steady-state value of approximately 15–20 ppm.

The data shown thus far are all from the same single primary
transition; four other such transitions were also performed and
analyzed. The results for the other primary transitions are largely
consistent with the transition previously described, except that
there is some variation in the magnitudes of the cycle-averaged

NO values for the first few transition cycles. However, a sharp
increase in measured NO is always observed for these first two or
three transition cycles before NO decreases to its final steady-state
value, a trend that repeats very well.

Figure 7 shows apparent rate of heat release �ROHR� data for
Transition Cycles 1, 5, and 17 with three different rail pressures.
The first two transition cycles are characterized by extremely high
peak rates of heat release and shorter heat release durations �e.g.,
Cycle 1�. After the first two transition cycles, the heat release
curves begin to decrease in peak magnitude and the phasing of the
peak heat release rate becomes more retarded, as in Cycle 5. Also
interesting is the development of the cool-flame region of the heat
release curves. This “double hump” has been observed before �for
example, Takeda et al. �16�, Akagawa et al. �17�, Iwabuchi et al.
�18�, Minato et al. �19�, and Kimura et al. �6�� and is attributed to
the cool flame associated with premixed diesel combustion �see
Ref. �20��. At higher rail pressures, the cool-flame reactions are
visible from the first transition cycle as small humps before the
main heat release peak, whereas they are not clearly observed for
transitions with lower fuel pressure until several cycles have oc-
curred. The location of the cool-flame heat release peaks does not
substantially change as the transitions progress. However, the
separation between the smaller cool-flame peak and the main heat
release peak increases as the transitions progress. This corre-
sponds to increasing ignition delays as the main heat release peaks
are retarded relative to the cool-flame peak.

Secondary Transitions. Shown in Fig. 8 are cycle-by-cycle,
mass-weighted NO averages as measured during the secondary
transitions. Each stair-step line represents the average of several
transitions. Specifically,

• The “600 bar” line is the average of three separate transi-
tions that all began with 600 bar of rail pressure.

• The “750 bar” line is the average of three separate transi-
tions that all began with 750 bar of rail pressure.

• The “900 bar” line is the average of two separate transitions
that began with 900 bar of rail pressure.

It is observed that the conventional combustion=NO values
�Cycles −1 and 0� of Fig. 8 are lower than for the primary tran-
sitions. These differences appear to be related to day-to-day varia-
tions with the engine. The secondary testing was all performed
during the same day, several weeks after the primary transitions.
NO values for the three types of secondary transitions begin and
end at very nearly the same level; this allows reasonable compari-
son between different fuel pressure points.

Since the average values for each cycle are shown in Fig. 8,
completeness dictates mention of the statistical reliability of the

Fig. 5 CO2 concentrations and EGR rate for a primary
transition

Fig. 6 NO for a primary transition
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data. When displayed with bars representing one standard devia-
tion, the cycle-averaged NO data still show a clear trend of higher

NO emissions for the first two transition cycles. This leads to the
conclusion that increased fuel rail pressure during the first few
transitional cycles does indeed increase the concentration of NO
produced from these cycles.

Cycle-by-cycle heat release analysis is performed on one rep-
resentative transition of each type of secondary transition men-
tioned above �Fig. 7�.

As the rail pressure increases, the peak rate of heat release for
the first three transition cycles increases. These peaks also occur
earlier in the cycle as the rail pressure increases, which suggests
that combustion occurs earlier in the cycle; the combustion phas-
ing is advanced. When the rail pressure starts at 600 bars, it is
more difficult to see the cool-flame heat release hump for the first
three transition cycles. When the rail pressure during the first few
transition cycles is increased to 750 bars and 900 bars, the cool-
flame heat release hump is seen more clearly with more separation
in crank angle degrees between the cool-flame hump and the main
heat release hump from the beginning. In general, increasing the
fuel pressure above 600 bars leads to more rapid, violent combus-
tion during the first three transition cycles. The shapes of the three
different secondary transition heat release curves are very nearly
identical after the tenth transition cycle.

Discussion
Uncertainty in the trapped mass calculation prevents precise

calculation of in-cylinder temperatures. Also, the available esti-
mates of ideal-gas bulk cylinder temperatures are not necessarily
representative of local cylinder temperatures, especially in the vi-
cinity of the mixture where ignition and combustion occur, but
they are the only available calculated temperature and provide
insight into the overall cylinder conditions.

Cylinder pressure data from the first two transition cycles show
higher peak pressures that occur earlier in the cycle �see Fig. 9�.
The measured CO2 concentration in the intake does not substan-
tially change, and there is no evidence to suggest that the air flow
rate changes to any appreciable extent during these cycles. As-
suming that the mass and mixture molecular weight within the
cylinder do not substantially change for these first two cycles, the
ideal-gas law dictates that temperatures within the cylinder are
considerably higher during these early transition cycles and then
probably decrease as peak pressures are lower and occur later,
EGR rates increase, and mixture molecular weights increase. This
trend has a potentially profound effect on combustion. Estimated
cylinder temperatures near top dead center �TDC� and during
combustion are highest for the first two transition cycles for rea-

Fig. 7 Rates of heat release with three primary transitions with
three different starting rail pressures

Fig. 8 Averaged NO emission comparison for secondary
transitions
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sons described above. Since these temperatures are dependent on
combustion phasing and mixture properties, real cylinder tempera-
tures do not likely stabilize until the CO2 concentrations have
reached their steady-state values.

Cylinder temperatures have significant implications for the pos-
sibility of a separate cool flame. For the first three primary tran-
sition cycles, a distinct cool-flame hump is not observed �see Ref.
�20� for a thorough explanation of cool-flame reactions�. How-
ever, heat release does slowly begin for these cycles, which could
be the beginnings of cool flames. Localized cylinder temperatures
where ignition occurs are unknown, so it is unclear if tempera-
tures are above or below the limits for cool-flame chemistry to
occur for any given cycle.

Observations from Fig. 7 indicate that fuel pressure has an ef-
fect on the development of cool flames for the secondary transi-
tions. When the rail pressure starts at 750 bars, small heat release
humps before the main heat release events are observed in the first
three transition cycles, somewhat separate from the main heat
release peaks. These appear to be cool flames, which are not so
obviously detectable when the rail pressure starts at 600 bars.
These same separated cool-flame humps are present when the rail
pressure starts at 900 bars, and are likely even more established.
Increasing the fuel pressure enhances mixing in the cylinder, and
this apparently can determine if a cool flame is observed to be
separated from the main heat release event or not.

The first few 900 bar secondary transition cycles are consis-
tently characterized by extremely high rates of heat release, and
this is attributed to the lack of additional dilution as the EGR rate
has not yet increased. Despite the lack of decreased intake O2
concentrations, cool flames, along with high peak rates of heat
release, are observed for these cycles. These cycles also exhibit
high levels of NO, so their combustion cannot be considered to be
low-temperature PCI. This then means that the presence of a sepa-
rated cool flame does not necessarily correspond to low-
temperature PCI combustion. The existence of a separated cool
flame must mean that some of the adequately mixed reactants
have spent sufficient time above 800 K without increasing much
above 900–950 K �20�. Thus, the cool-flame reactions have time
to progress before the onset of the main heat release.

The rate at which NO forms by the extended Zeldovich mecha-
nism strongly depends on both local temperatures and O2 concen-
trations. As the concentration of CO2 in the intake increases due
to increased EGR flow rates, the concentration of O2 decreases
�see Fig. 5�. The first two transition cycles do not show significant
changes in the intake CO2 concentration, so it is inferred that the
O2 concentration remains near its relatively high conventional
combustion level for these two cycles. These elevated concentra-
tions aid in the creation of NO for the first two transition cycles.

Then, as intake CO2 levels increase and O2 levels decrease, the
observed NO production decreases. However, Jacobs et al. sug-
gest that the oxygen concentration effect of EGR has a smaller
impact on NO formation than does the flame temperature effect of
EGR �21�, so the discussion is not complete.

For a given mass, volume, and composition, higher pressures
tend to increase temperatures within the cylinder. Early combus-
tion phasing leads to higher peak pressures �see Fig. 9�. Later
transition cycles exhibit later locations for combustion. The com-
bination of early combustion phasing, rapid heat release, and
higher adiabatic flame temperatures due to local O2 concentrations
that are closer to stoichiometric is largely responsible for the high
pressures and estimated temperatures observed during the first two
transition cycles. In later transition cycles, as the combustion
phasing retards, peak temperatures and pressures also occur later
and are lower in magnitude. The increase in cylinder volume as
the piston moves down also contributes to lower temperatures and
pressures with later combustion.

It is also important to consider the effects that EGR and charge
dilution within the cylinder have on cylinder temperatures. For the
first two transition cycles, the intake CO2 concentration remains
relatively stable, and then it increases as more EGR mixes with
the intake air �see Fig. 5�. The mixture specific heat ratio should
increase as these diluents are added, which tends to decrease post-
compression temperatures for cycles with higher EGR levels. The
mixture heat capacity increases with the presence of triatomic
diluents, thereby decreasing flame temperatures and inhibiting NO
formation. However, hot EGR decreases the mixture gas constant
and preheats the intake air, which could serve to increase tempera-
tures. These competing effects make it difficult to estimate the
effects of EGR on density and temperature after compression.

Fuel Rail Pressure. Increased fuel injection pressure should
increase the level of mixing within the cylinder; computational
results from Minato et al. suggest that increased injection pres-
sures do locally create leaner mixtures �19�. Higher injection pres-
sures increase fuel penetration depth and aid in spray breakup.
This allows evaporation and mixing to occur more rapidly, en-
couraging locally leaner equivalence ratios. The results from the
secondary transitions �Fig. 8� do show definite increases in NO
emissions from the first two transition cycles as fuel rail pressure
increases. It is believed that increasing the rail pressure improves
mixing and creates local equivalence ratios that are closer to stoi-
chiometric before combustion. These leaner local equivalence ra-
tios are associated with higher local O2 concentrations that lead to
higher combustion temperatures and therefore increased NO
emissions.

Of note are the relative time scales with which intake CO2
concentrations and the NO emissions rate stabilize; there seems to
be a strong link between intake O2 concentration and the NO
produced. This is in agreement with Kook et al. �22� The general
combustion characteristics, including NO emissions, largely stabi-
lize by the 15th transition cycle, whereas the exhaust and intake
CO2 concentrations seem not to have completely stabilized by that
time. This suggests that there may be a threshold intake O2 con-
centration, below which NO emissions are not reduced further.

Conclusions
Transitions between lean conventional diesel combustion and

lean, premixed, low-temperature diesel combustion are performed
on a high-speed diesel engine. Cycle-by-cycle heat release analy-
sis is performed and an exhaust mass flow model is constructed to
provide mass-weighted average NO data.

Cool flames are observed for cycles that produce high and low
levels of NO. What is also observed is the change in cool-flame
separation as a transition progresses. Higher mixing rates due to
increased rail pressure are thought to be responsible for the ob-
served immediate cool-flame separation for secondary transitions.

Fig. 9 Cylinder pressure near TDC for a primary transition
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There appears to be a powerful connection between intake
charge dilution and NO emissions for a cycle; this agrees well
with the literature. Charge dilution has a profound effect on the
severity of combustion, which affects both in-cylinder tempera-
tures and combustion phasing. Intake CO2 concentration is found
to be a much more useful metric than EGR rate for controlling
combustion characteristics.

Cycles during which cylinder temperatures are expected to be
high and last for a significant time do indeed produce higher lev-
els of NO. There is not a strong observed relationship between
premixed burning and NO emissions. Fuel rail pressure and its
expected associated mixing improvements are attributed to more
severe combustion and as a result higher NO emissions.
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Characteristics of Particulate
Emissions of Compression
Ignition Engine Fueled With
Biodiesel Derived From Soybean
An experimental investigation was performed on the effect of engine speed, exhaust gas
recirculation (EGR), and boosting intake pressure on the particulate size distribution and
exhaust gas emissions in a compression ignition engine fueled with biodiesel derived
from soybean. The results obtained by biodiesel fuel were compared to those obtained by
petroleum diesel fuel with a sulfur content of 16.3 ppm. A scanning mobility particulate
sizer was used for size distribution analysis, and it measured mobility equivalent particu-
late diameter in the range of 10.4–392.4 nm. In addition to the size distribution of the
particulates, exhaust emissions, such as oxides of nitrogen �NOx�, hydrocarbon, and
carbon monoxide emissions, and combustion characteristics under different engine oper-
ating parameters were investigated. The engine operating parameters in terms of engine
speed, EGR, and intake pressure were varied to investigate their individual impacts on
the combustion and exhaust emission characteristics. As the engine speed was increased
for both fuels, the larger size particulates, which dominantly contribute particulate mass,
were increased; however, total numbers of particulate were reduced. Compared to diesel
fuel, the combustion of biodiesel fuel reduced particulate concentration of relatively
larger size where most of the particulate mass is found. Moreover, dramatically lower
hydrocarbon and carbon monoxide emissions were found in the biodiesel-fueled engine.
However, the NOx emission of the biodiesel-fueled diesel engine shows slightly higher
concentration compared to diesel fuel at the same injection timing. EGR significantly
increased the larger size particulates, which have diameter near the maximum measur-
able range of the instrument; however, the total number of particulates was found not to
significantly increase with increasing EGR rate for both fuels. Boosting intake pressure
shifted the particulate size distribution to smaller particulate diameter and effective re-
duction of larger size particulate was found for richer operating conditions.
�DOI: 10.1115/1.2906215�

Keywords: biodiesel, particulate size distribution, combustion characteristics, exhaust
emission, injection rate

1 Introduction
Biodiesel is an attractive fuel as a substitute for petroleum die-

sel because of its renewable character and reduction potential of
greenhouse emissions. Many kinds of resources including soy-
bean, rapeseed, palm, and used frying oil have been suggested as
feedstocks for biodiesel. It can be made from the conversion of
triglyceride to esters via an etherification process �1�. In contrast
to the combustion of fossil fuel, biodiesel provides reduction of
lifecycle CO2 emissions because carbon is biologically cycled
when plants convert CO2 to carbon based compounds through the
photosynthesis process. Moreover, the rising petroleum cost im-
proves the price competitiveness of biodiesel fuel.

Biodiesel fuel has many advantages for an alternative fuel for
compression ignition �CI� engine. Modest reduction of particulate
matter emission has been reported for biodiesel fuel since it in-
cludes oxygen content in its molecular structure but virtually no
sulfur and aromatic contents. In addition, the use of biodiesel
causes some reduction in hydrocarbon �HC� and carbon monoxide
�CO� emissions �2–4�. Due to the oxygen content, the combustion

of biodiesel fuel produces lower solid particle emissions as com-
pared to the petroleum-based diesel fuel �5�. The absence of sulfur
prohibits SOx emissions and prevents sulfur poisoning of after
treatment system. However, the higher viscosity deteriorates spray
atomization; moreover, the high freezing point of the fuel may
result in cold starting problems when operating at low ambient
temperatures.

Most previous research has reported that NOx emission of
biodiesel is slightly increased by using biodiesel fuel �2,3,6�.
When the biodiesel fuel is used for mechanical injection systems,
its higher bulk modulus significantly shortens injection delay;
moreover, the higher cetane number shortens ignition delay. As a
result, biodiesel ignites faster than diesel fuel �7,8�. This can ex-
plain the higher NOx emission of biodiesel. Furthermore, the
higher adiabatic flame temperature due to the more double-bonded
molecules of biodiesel fuel is suggested as another factor for in-
creasing NOx emission by Ban-Weiss et al. �9�.

Considerably lower solid soot particle emissions with higher
soluble organic fraction �SOF� were found in the combustion of
biodiesel fuel �10�. In addition, a lower content of polycyclic aro-
matic compounds �PACs� in the particle emissions of biodiesel
fuel reduces the number of mutations �10,11�. There are serious
concerns about the negative effects of submicrometer airborne
particles on the human body and the climate. Therefore, recent
reports regarding the correlation of diesel particulates with health
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effects and environmental degradation have prompted regulatory
agencies to set stricter emission regulations for diesel engines
�12�. The particulate size and number distribution are closely re-
lated to the engine operating conditions, such as exhaust gas re-
circulation �EGR� �6�, engine speed, engine load �13,14�, injection
timing �14,15�, and intake pressure. Much research has investi-
gated the effect of engine operating parameters on the particulate
emission characters using commercial type multi-cylinder en-
gines. However, in that case, it is hard to isolate each operating
parameter, such as intake pressure, exhaust pressure, intake tem-
perature, etc., for various operating conditions. Therefore, little
information is available on the influence of various distinct oper-
ating parameters of CI engines fueled with neat biodiesel on the
particulate emissions.

In this work, an experimental investigation was performed on
the effect of engine speed, EGR, and boosting intake pressure on
the distributions of particulate size and composition of exhaust
emissions from a CI engine fueled with biodiesel derived from
soybean. The results were compared to those obtained by
petroleum-based diesel fuel.

2 Experimental Apparatus and Procedure

2.1 Experimental Engine and Control System. All experi-
ments were conducted on a single cylinder direct injection diesel
engine equipped with a common-rail electric controlled fuel injec-
tion system capable of injection pressure up to 150 MPa. To make
it possible to pressurize various kinds of fuel, an air-driven high-
pressure pump system was used �Fig. 1�. The pressurized fuel in
the common rail was injected through an electrically controlled
injector. Specifications of the test engine are listed in Table 1.

The engine speed and torque were controlled using a dc dyna-
mometer with a maximum brake power of 55 kW. The cylinder

pressure was measured using a piezoelectric pressure sensor
�6052B2, Kistler� coupled with a charge amplifier �5011B, Kis-
tler�. The data were monitored and stored using a PC-based data
acquisition board �PCI-MIO-16E-1, National instrument� and a
combustion analysis program. The concentrations of exhaust
emission were measured using a NOx, HC, and CO analyzer, re-
spectively. For measuring particulate matter concentration in the
exhaust gas, a smoke meter �415S, AVL� was used.

The determination of particle number and size distribution was
conducted by a scanning mobility particle sizer �Model 3936,
TSI�. The mobility equivalent diameter range of 10.4–392.4 nm
was measured in this work. Dilution was performed by a rotating
disk diluter �MD19-2E, Matter Engineering� to lower particle con-
centration to a value within the measurement range of the scan-
ning mobility particulate sizes �SMPS�. By using the dilution sys-
tem, sampled raw gas was diluted to a dilution ratio of 500:1. The
diluted gas was heated to a temperature of 120°C to avoid the
condensation of the volatile components of sample raw gas.

2.2 Test Fuels and Experimental Procedure. In this work,
the effect of neat biodiesel derived from soybean oil was investi-
gated and the result was compared to the petroleum diesel fuel
with a sulfur content of 16.3 ppm. The detailed properties of test
fuels are provided in Table 2.

The injection rate profile was measured using an injection rate
measurement system based on the design described by Bosch
�16,17�. The instrument measures the pressure increase produced
by the mass of fuel injected into the instrument. The pressure was
measured using a piezoresistive type absolute pressure sensor
�4045A50, Kistler� and the data were stored using a data acquisi-
tion board �PCI-MIO-16E-1, National instrument� with a maxi-
mum sampling rate of 1 megasample /s and an analysis program
made by LABVIEW �National instrument�. The pressure signal can
be converted into the rate of injection because the pressure in-
crease is proportional to the rate of injection. The injection back
pressure was maintained constant at 4 MPa for all test conditions
to simulate the in-cylinder pressure condition near the top dead
center of the combustion chamber where the injection event takes
place. The injection profiles were ensemble averaged over 200
injection events.

Most of the engine tests were conducted under an injection
mass of 8 mg. At that condition, the equivalence ratio is 0.33 for
diesel fuel and it corresponds to a medium engine load condition.
The injection timing was defined as the timing when the injection
current was applied to the injector. The injection timing was var-
ied between 4 deg and 6 deg BTDC. The injector used for this
work has an injection delay of �0.29 ms at 50 MPa of injection
pressure and �0.26 ms at 100 MPa of injection pressure for die-
sel injection. To investigate the effect of engine speed on the
particulate matter and exhaust emissions, the engine speed was
varied from 1000 rpm to 2000 rpm in step with 500 rpm. Also,
the effect of 30% of EGR and boosting intake pressure of 30 kPa
under an injection pressure of 100 MPa on the particulate size
distribution was investigated. The detailed experimental condi-
tions are listed in Table 3.

Fig. 1 Schematic of experimental apparatus

Table 1 Specifications of test engine

Type
Single cylinder direct injection diesel
engine

Bore�stroke �mm� 75�84.5
Compression ratio 17.8:1
Displacement volume �cc� 373.3
Piston type Reentrant
Injection system Bosch common rail
Valve system DOHC 4valves
Number of nozzle holes 6
Nozzle hole diameter �mm� 0.128
Included spray angle �deg� 156

Table 2 Properties of test fuels

Property Biodiesel Diesel

Ester content �wt %� 97.4 —
Flash point �°C� 168 54
Viscosity at 40°C �mm2 /s� 4.022 2.835
Sulfur content �wt ppm� �2 16.3
Ash �wt %� 0.002 0.001
Density at 15°C �kg /m3� 884 828
Cloud point �°C� −1 0
Pour point �°C� −2 −25
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3 Results and Discussion

3.1 Injection Rate. The injection profiles and energizing cur-
rent with an energizing width of 700 �s are shown in Fig. 2.
Although the same current pulse width was applied to the injector,
slightly different injection rates were indicated. Biodiesel fuel
showed slightly shorter injection delay and higher maximum in-
jection rate by 2.79% compared to those obtained by diesel fuel.
The higher bulk modulus of biodiesel may cause faster injection
of the fuel �8�. The higher maximum injection rate of biodiesel is
expected because biodiesel has higher density, as shown in Table
2. However, considering the density and peak of injection rate for
both fuels, the peak of volumetric injection rate for biodiesel was
lower by 3.72% than for diesel fuel. It can be said that the higher
viscosity of biodiesel increased friction in the nozzle of the injec-
tor; accordingly, the peak of volumetric injection rate was low-
ered.

3.2 Combustion Characteristics and Particulate Size Dis-
tribution of Biodiesel and Diesel Fuel. The combustion pressure
and rate of heat release of biodiesel and diesel fuel under a con-
stant operating condition are shown in Fig. 3. Biodiesel indicates
faster ignition and lower premixed spike compared to diesel fuel.
As mentioned previously, the higher cetane number of biodiesel
shortens ignition delay. In spite of the constant mass of injection
for both fuels, the smaller heating value of biodiesel reduced
maximum combustion pressure; accordingly, the lower engine
power can be expected for biodiesel fuel.

The particulate size distributions emitted from biodiesel and

diesel fuel under the same operating conditions are shown in Fig.
4. The measurement of particulate size distribution was conducted
after a long time period for engine stabilization and the result was
drawn by single measurement of each test condition. The use of
biodiesel fuel shifted the particulate size concentration toward
smaller particulate diameter, and the larger size particulates,
which strongly contribute to the volume and weight of particu-
lates, were remarkably decreased. Previous research has reported
that biodiesel decreases the carbon particulate emissions and in-
creases the SOF �18�. However, the volatile condensates �HC and
sulfuric acid� have small size, generally less than 50 nm, and the
concentration of small size particulates are sensitive to measuring
methods and environmental conditions, such as dilution ratio and
temperature, relative humidity, and residence time �19,20�. This is
because the nucleation mode particles, which have particle diam-
eter smaller than 40–50 nm, are mostly composed of volatile con-
densates, such as HC and sulfuric acid. Under the operation con-
ditions for this work, biodiesel produced a lower concentration of
nucleation particulates.

3.3 Effect of Engine Speed. The effect of engine speed on
the combustion pressure and rate of heat release is shown in Fig.
5. The results obtained under different engine speeds of 1000 rpm
and 2000 rpm are compared for biodiesel and diesel fuel. As the
engine speed was increased, ignition delays of both fuels were
prolonged. Consequently, the combustion events were delayed be-
yond TDC and premixed spikes were lowered. As shown in the
results of rate of heat release for an engine speed of 2000 rpm,
late combustion regions were continued to the expansion stroke

Table 3 Operating conditions of the engine

Start of energizing �deg BTDC� 2–6
Injection pressure, Pinj �MPa� 50, 100
Mass of fuel �mg/cycle� 8, 12
Engine speed �rpm� 1000, 1500, 2000
EGR rate �%� 0, 30
Air induction rate �kg/h at 1500 rpm� 16.2–16.4
Coolant temperature �°C� 70
Oil temperature �°C� 70
Boost pressure �kPa� 0, 30

Fig. 2 Injection rate profiles for a constant current pulse width
of 700 �s and an injection pressure of 50 MPa

Fig. 3 Combustion characteristics of biodiesel and diesel fuel
„mfuel=8 mg, �inj=6 deg BTDC, Pinj=50 MPa, 1500 rpm…

Fig. 4 Particulate size distributions emitted from biodiesel
and diesel fuel „mfuel=8 mg, �inj=6 deg BTDC, Pinj=50 MPa,
1500 rpm…
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due to the increased engine speed.
Particulate matters are formed in the locally rich regions of the

inhomogeneous combustion in the combustion chamber. Subse-
quently, it burns at the boundary of diffusive flame due to the high
temperature and available oxygen at the region �20�. Therefore,
high engine speed can originate the lack of oxidation time for the
particulates. Moreover, the delayed combustion event at high en-
gine speed would reduce the reaction rate for oxidation of the
particulates produced during the combustion event. Accordingly,
increasing engine speed increases particulate emissions and higher
smoke emissions are expected at the high engine speed under the
same engine load conditions. Figures 6�a� and 6�b� show the par-
ticulate size distributions and total particulate number and volume
of biodiesel and diesel fuel for engine speeds of 1000 rpm and
2000 rpm, respectively. At an engine speed of 1000 rpm, a signifi-
cant shift of particulate size to smaller particulate diameter was
found when using biodiesel fuel compared to the result at
2000 rpm. This may be explained by the fact that the oxygen
content in biodiesel fuel plays a more important role at the lower
engine speed condition where available time for oxidation of par-
ticulates is enough. The peak concentration of nucleation mode
particulate for diesel fuel was reduced by increasing engine speed.
For both fuels, increasing engine speed noticeably shifted the par-
ticulate size distribution to larger, and as a result, the total volume
of the particulates was significantly increased by increasing en-
gine speed, as shown in Fig. 6�b�. However, the close correlation
between the total particulate number and the engine speed was not
found.

The effects of engine speed on the NOx, HC, and CO emissions
for biodiesel and diesel fuel are shown in Fig. 7. The lowest NOx
emission was found at an engine speed of 2000 rpm because the
combustion takes place beyond TDC where the charge tempera-
ture is rapidly decreased due to the retarded ignition timing, as
shown in Fig. 5. As the engine speed decreased, the ignition of the
mixture is advanced to the earlier side; moreover, the mixture is
exposed for a longer period to the high-temperature burned gas
where NOx is actively formed due to the lower piston movement.
As a result, the higher NOx emission at the lower engine speed
can be explained. Biodiesel fuel exhibits slightly higher NOx
emission compared to diesel fuel for all engine speeds. The higher
NOx emissions of biodiesel fuel are reported by many researchers
and it can be explained by faster ignition �7,8� and higher adia-
batic flame temperature of the combustion of the fuel �9�. Through
all engine speeds, significantly lower HC and CO emissions were
seen for biodiesel fuel. The lower CO emissions for biodiesel fuel
can be explained due to the oxygen in the ester bindings that
allows more CO to be oxidized to CO2. Also, the result showed
higher interrelation between engine speeds with CO emission than
with HC emission for both fuels.

Fig. 5 Effect of engine speed on the combustion pressure and
rate of heat release of biodiesel and diesel fuel „mfuel=8 mg,
�inj=6 deg BTDC, Pinj=50 MPa…

Fig. 6 Effect of engine speed on the particulate size distribu-
tion and total particulate number and volume emitted „mfuel
=8 mg, �inj=6 deg BTDC, Pinj=50 MPa…: „a… particulate size dis-
tribution; „b… total particulate number and volume

Fig. 7 Effect of engine speed on the CO, HC, NOx, and soot
emissions „mfuel=8 mg, �inj=6 deg BTDC, Pinj=50 MPa…
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3.4 Effect of EGR. EGR is an effective and simple means to
control NOx emissions by lowering combustion temperature and
reducing oxygen concentrations in the intake air �21�. However,
the application of EGR has brought about an increase in particu-
late matters resulting from the lowered oxygen concentration in
the flame �22�. The combustion characteristics of both fuels under
different EGR rates of 0% and 30% are compared in Fig. 7. The
injection pressure and injection timing were kept at 100 MPa and
6 deg BTDC, respectively. It can be seen that 30% of EGR sig-
nificantly extends the ignition delay period and reduces the peak
heat release rate of premixed combustion by lowering the reaction
rate. By comparing the effect of EGR on the combustion charac-
teristics of both fuels �Fig. 8�, biodiesel fuel showed less sensitiv-
ity to EGR on the combustion characteristics. This can be ex-
plained by the lower stoichiometric air-fuel ratio of biodiesel fuel.
This means that biodiesel fuel requires less air to combust com-
pletely due to the lower air-fuel ratio of the fuel. Therefore, the
exhaust gas of biodiesel contains more oxygen when the same
mass of fuel with diesel is burned. As a result, the fuel-air mixture
of biodiesel under the same EGR condition has higher oxygen
concentration compared to the petroleum-based diesel fuel.

Desantes et al. �14� reported an increase in the accumulation
mode particulates with a rise in the count mean diameter �CMD�
value of the distributions with an increasing EGR. The number
concentrations of particulates under different EGR rates for both
fuels are shown in Fig. 9. It can be seen that 30% of EGR did not

significantly increase the total number of particulates; however, it
shifted the accumulation mode particulates to a large particulate
size. As a result, EGR increased the concentration of nucleation
mode particulates. A noticeable increase in the concentration of
particulates at the largest measurable range of the SMPS was in-
dicated for both fuels.

The sensitivities of each of the size classes to EGR for both
fuels are shown in Fig. 10. The percentage variations were calcu-
lated on a number of particulate basis. Minus value of sensitivity
to EGR was found at a size class range between 100 nm and
150 nm for both fuels. This means that the total particulate num-
ber at the range was reduced owing to the EGR. For both fuels,
particulate sizes below 50 nm and above 200 nm were signifi-
cantly increased by the application of EGR. Significant increase in
particulate number density was found at a diameter range above
300 nm for diesel fuel compared to biodiesel, and it may cause
serious impact on the particulate mass concentration.

3.5 Effect of Supercharging. The effect of supercharging
�boost pressure of 30 kPa� on the particulate size distributions of
biodiesel at an injection pressure of 100 MPa for different fuel
injection masses is shown in Fig. 11. For both cases, boosting
intake pressure shifted particulate distribution to a smaller size
and this would reduce smoke emission from the engine. However,
the concentrations of nucleation mode particulates were increased
by boosting intake pressure. Comparing both mass of fuel injec-
tion, boosting intake pressure reduced the concentration of larger
size particulate at increased mass of fuel injection, as shown in
Fig. 11�b�. This can indicate that the increased air induction by
increasing boost pressure effectively reduced the fuel rich region
in the flame at the richer stoichiometric condition. However, the
peak of particulate concentration was increased for the richer fuel-
air condition.

4 Conclusions
The effect of biodiesel derived from soybean and operating

parameters on the particulate size distribution, combustion char-
acteristics, and exhaust emissions were investigated in a single
cylinder diesel engine. The main conclusions from this work are
summarized as follows.

1. Injection rate of biodiesel indicated shorter injection rate and
higher maximum injection rate by 2.79% compared to those
obtained from petroleum-based diesel fuel.

2. Biodiesel indicated faster ignition, lower premixed spike,
and lower peak of combustion pressure compared to diesel
fuel due to the higher cetane number and less heating value
of biodiesel when the same mass of fuel was injected.

3. For both fuels, increasing engine speed significantly shifted
the particulate size distribution to the larger side; as a result,
the total volume of the particulates was significantly in-

Fig. 8 Effect of EGR on the combustion characteristics of
biodiesel and diesel fuel „mfuel=8 mg, �inj=6 deg BTDC, Pinj
=100 MPa…

Fig. 9 Effect of EGR on the particulate size distribution for
biodiesel and diesel fuel „mfuel=8 mg, �inj=6 deg BTDC, Pinj
=100 MPa…

Fig. 10 Sensitivity of particulate size classes to 30% of EGR
„mfuel=8 mg, �inj=6 deg BTDC, Pinj=100 MPa…

Journal of Engineering for Gas Turbines and Power SEPTEMBER 2008, Vol. 130 / 052805-5

Downloaded 02 Jun 2010 to 171.66.16.107. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



creased by increasing engine speed. However, the close cor-
relation between total particulate number and engine speed
was not found.

4. The use of biodiesel fuel shifted the particulate size concen-
tration to the side of smaller particulate diameter, and the
larger size particulates, which strongly contribute to the vol-
ume and weight of particulates, were remarkably decreased.
At the same time, biodiesel produced lower concentrations
of nucleation mode particulates.

5. The effect of EGR did not significantly increase the total
number of particulates; however, it shifted the accumulation
mode particulates to large particulate size. As a result, a
noticeable increase in the concentration of particulates at the
largest measurable range of the SMPS was indicated for
both fuels. Significant increase in particulate number density
was found at a diameter range above 300 nm for diesel fuel
compared to biodiesel, and it may cause serious impact on
the particulate mass concentration.

6. Boosting intake pressure significantly shifted particulate dis-
tribution to a smaller size. However, the concentration of
nucleation mode particulate was increased by increasing in-
take pressure.
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Nomenclature

Acronyms and Abbreviations
BTDC � before top dead center

CO2 � carbon dioxide
m � mass of injection
P � pressure

TDC � top dead center

Greek
� � timing

Subscript
inj � injection
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Modeling the Effects of Variable
Intake Valve Timing on Diesel
HCCI Combustion at Varying
Load, Speed, and Boost
Pressures
Homogeneous charge compression ignition (HCCI) operated engines have the potential
to provide the efficiency of a typical diesel engine, with very low NOx and particulate
matter emissions. However, one of the main challenges with this type of operation in
diesel engines is that it can be difficult to control the combustion phasing, especially at
high loads. In diesel HCCI engines, the premixed fuel-air charge tends to ignite well
before top dead center, especially as load is increased, and a method of delaying the
ignition is necessary. The development of variable valve timing (VVT) technology may
offer an important advantage in the ability to control diesel HCCI combustion. VVT
technology can allow for late intake valve closure (IVC) times, effectively changing the
compression ratio of the engine. This can decrease compression temperatures and delay
ignition, thus allowing the possibility to employ HCCI operation at higher loads. Fur-
thermore, fully flexible valve trains may offer the potential for dynamic combustion phas-
ing control over a wide range of operating conditions. A multidimensional computational
fluid dynamics model is used to evaluate combustion event phasing as both IVC times and
operating conditions are varied. The use of detailed chemical kinetics, based on a re-
duced n-heptane mechanism, provides ignition and combustion predictions and includes
low-temperature chemistry. The use of IVC delay is demonstrated to offer effective con-
trol of diesel HCCI combustion phasing over varying loads, engine speeds, and boost
pressures. Additionally, as fueling levels are increased, charge mixture properties are
observed to have a significant effect on combustion phasing. While increased fueling
rates are generally seen to advance combustion phasing, the reduction of specific heat
ratio in higher equivalence ratio mixtures can also cause noticeably slower temperature
rise rates, affecting ignition timing and combustion phasing. Variable intake valve timing
may offer a promising and flexible control mechanism for the phasing of diesel HCCI
combustion. Over a large range of boost pressures, loads, and engine speeds, the use of
delayed IVC is shown to sufficiently delay combustion in order to obtain optimal com-
bustion phasing and increased work output, thus pointing towards the possibility of
expanding the current HCCI operating range into higher load points.
�DOI: 10.1115/1.2938270�

Keywords: homogeneous charge compression ignition, variable valve timing, diesel
engine, computational fluid dynamics

Introduction

Diesel engine manufacturers in the United States face a new set
of emissions standards for 2007–2010 that will require a 90%
reduction of particulate matter �PM� and emissions of nitrogen
oxides �NOx� from the previous level �1�. In addition to emission
regulation pressures, there is also a growing need for improved
fuel economy. Since homogeneous charge compression ignition
�HCCI� operated engines can provide the fuel efficiency of a typi-
cal diesel engine with very low emissions of PM and NOx, much
diesel engine research has begun to focus on this technology.

One of the most significant challenges facing diesel HCCI en-

gine operation is the need for a robust method of controlling the
combustion event. Since diesel fuel has significant cool-flame
chemistry, rapid autoignition occurs once compression tempera-
tures exceed about 800 K �2�. This can lead to overly advanced
combustion phasing and poor indicated mean effective pressure
�IMEP�. As a result of this phenomenon, HCCI operation is typi-
cally limited to low loads and its emission benefits cannot be
realized over the entire operating range.

In-cylinder temperature control has been one of the most
widely used methods for combustion phasing control. Previous
research has explored many ways of controlling in-cylinder tem-
peratures for the control of diesel HCCI combustion, including the
use of decreased intake temperatures and exhaust gas residual
�EGR� �3�, variable compression ratio �4�, and water injection �5�.
With the advent of fully flexible valve trains, a new mechanism
has become available, which can offer a highly dynamic and ef-
fective method for controlling in-cylinder temperature histories.

While the use of variable valve timing �VVT� for the control of
gasoline HCCI combustion is well established in literature �e.g.,

Contributed by the Internal Combustion Engine Division of ASME for publication
in the JOURNAL OF ENGINEERING FOR GAS TURBINES AND POWER. Manuscript received
October 21, 2005; final manuscript received May 9, 2008; published online June 11,
2008. Review conducted by Margaret Wooldridge. Paper presented at the 2005
Spring Conference of the ASME Internal Combustion Engine Division �ICES2005�,
Long Beach, CA, April 5–7, 2005.

Journal of Engineering for Gas Turbines and Power SEPTEMBER 2008, Vol. 130 / 052806-1
Copyright © 2008 by ASME

Downloaded 02 Jun 2010 to 171.66.16.107. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Refs. �6–8��, the effects of VVT on diesel HCCI combustion have
not been as thoroughly explored. This is especially relevant since
these fuels display vastly different ignition qualities and therefore
require unique approaches to combustion phasing control. In die-
sel HCCI combustion, the major difficulty to overcome is the
tendency towards overly advanced ignition. Ignition tends to oc-
cur well before top dead center �TDC� and some method is re-
quired to delay the ignition. This is opposite to the fundamental
difficulty of gasoline HCCI, which is overly retarded ignition.
Due to these unique combustion control issues, it is clear that a
different variable valve strategy will be required for diesel HCCI.

The strategy explored here is that of delaying the intake valve
closure �IVC� time. By closing the intake valve late in the com-
pression stroke, the effective compression ratio can be decreased,
the temperature history adjusted downward, and the start of com-
bustion delayed. Also, by controlling the combustion phasing,
thermal efficiency can be maximized.

The goal of this research was to establish a benchmarking study
in the use of VVT for combustion phasing control in diesel HCCI
engines, particularly for the extension of HCCI operating ranges
into higher load regimes. A computational parametric study over a
range of loads, boost pressures, and engine speeds is performed to
explore the effectiveness of late IVC �LIVC� in controlling the
onset of ignition. In parallel, the influence of air-fuel charge char-
acteristics on combustion phasing and duration is examined.

Engine Operating Condition and Computational Model
The present investigation is based on a previous experimental

study using a CAT 3400 Series single-cylinder diesel engine, op-
erating under a fully premixed HCCI operating condition �9�.
Table 1 summarizes the engine geometry and operating condition.
The engine is a 2.44 L displacement heavy-duty diesel single-
cylinder research engine with a 137.2 mm bore and a 165.1 mm
stroke. The intake geometry produces a quiescent charge motion
�no swirl�.

Under the operating condition outlined in Table 1, an extremely
early injection timing of −250 crank angles after TDC �−250 CA
ATDC� was used with a low intake temperature �298 K� to allow
for long mixing times prior to combustion, a common strategy for
HCCI combustion �see, e.g., Refs. �10,11��. Also, due to its high
volatility, n-heptane was used as a fuel to further promote the
formation of a homogeneous charge. While low NOx and PM
emission were demonstrated in the experiments, the achievable
load was limited to 25% of the maximum of that engine, primarily
due to a lack of combustion phasing control. Accordingly, the
current study explores the extension of this experimental operat-
ing condition into higher load regimes via combustion phasing
control with LIVC.

A multidimensional computational fluid dynamics �CFD� model

was used to perform the simulations in this investigation. The CFD

code used is a version of KIVA-3V �12� with improvements in vari-
ous physical and chemistry models developed at the Engine Re-
search Center, University of Wisconsin-Madison. Major model
improvements have been made to the spray atomization and drop
wall impingement models �not used in the current study�, wall
heat transfer, piston-ring crevice flow, and soot formation and oxi-
dation models �see, e.g., Refs. �13–15��. Turbulence was modeled
with the re-normalized group �RNG� k-� model. A reduced reac-
tion mechanism for n-heptane �16�, with 30 species and 65 reac-
tions, was used for solving the chemistry by integrating the
CHEMKIN chemistry solver �17� into the KIVA-3V code. In coupling
the CHEMKIN solver with KIVA, each cell in the computational do-
main was treated as a well-stirred reactor, which neglects turbu-
lence effects on reaction rates, while the species transport was
calculated on the computational grid. Findings by Aceves et al.
�18� support these model-based assumptions, which show that
HCCI is kinetics dominated and that turbulent mixing has a little
effect on combustion rates.

Computations were conducted on a two-dimensional �2D� axi-
symmetric model of the combustion chamber and piston bowl,
shown in Fig. 1. The computational grid has a cell size of 3
�3 mm2 at the piston bowl wall and a total of approximately
1900 cells with the piston at the bottom dead center �BDC�. As
discussed in more detail below, the fuel-air charge is considered to
be homogeneously mixed at the start of each simulation. Since the
premixing process of the fuel and air is eliminated from the prob-
lem, the mesh density has a little effect on the charge preparation
process during the compression stroke, allowing for the rather
coarse computational mesh used. Furthermore, with the assump-
tion of axial symmetry, the problem is reduced to a 2D grid. These
spatial reductions allowed for the inclusion of detailed chemistry
calculations while still maintaining fast computational times of
less than an hour. The use of a detailed chemistry mechanism in
this work was especially important since n-heptane displays two-
stage ignition chemistry, which has a significant effect on com-
bustion phasing �19�. The ability to capture low-temperature
chemistry in computational models is often not found in more
simplified models. Indeed, the findings of Aceves et al. �18�,
showing HCCI to be kinetics dominated, highlight the importance
of resolving proper combustion chemistry when modeling HCCI
regimes. Furthermore, the reduced n-heptane mechanism used in
this work was extensively validated against shock-tube and engine
measurements at fuel-lean and low-temperature conditions �16�,
which are typical of HCCI operating conditions.

The model includes several idealized assumptions and bound-
ary conditions that warrant further discussion. First, the model
assumes a fully vaporized n-heptane and air mixture at IVC. This
assumption eliminates the complication of mixing effects in the
interpretation of the results and is also likely to be consistent with
the physical conditions present in the experimental data �9�. Sec-
ond, the amount of fuel initialized in the computational domain is
kept constant as the IVC time is changed and this results in mix-
tures that become progressively richer with LIVC times. By main-
taining the fueling level, a constant-load condition is simulated.
Also, if direct injection of fuel was employed, the injection would
likely occur just after IVC and mixtures would become similarly
progressively richer as the fresh gas volume available for mixing
with the injected fuel quantity decreased with LIVC times. Third,

Table 1 Engine specifications and operating condition

Bore�stroke �mm� 137.2�165.1

Displacement �L� 2.44
Compression ratio 16:1
Engine speed �rpm� 821
% of maximum load 25
Global equivalence ratio 0.20
EGR 0%
Intake charge motion Quiescent
Intake temperature �K� 298
Intake pressure �kPa� 102.5
Coolant temperature �°C� 76
Simulated temperature at IVC �K� 364
Simulated pressure at IVC �kPa� 111.9
IVC �CA ATDC� −143
EVO �CA ATDC� 130
Fuel n-heptane

Fig. 1 Axisymmetric computational grid of piston bowl at top
dead center
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it is assumed that regardless of what time the intake valve closes,
the pressure and temperature conditions will be the same at IVC.
By beginning all of the simulations from the same pressure and
temperature environment, it is more straightforward to interpret
the effects of the other changes that are made in this study �IVC,
boost pressure, and fueling rate�, which are the primary interest. It
is acknowledged that this assumption neglects effects such as fuel
evaporative cooling, compression heating, and wall heat-transfer
effects that might occur with changing IVC timing. However, in a
real engine, there would be some flexibility to optimize the intake
pressure and temperature with the turbocharger and intake cooling
systems. Furthermore, the competing effects of increased evapo-
rative cooling and increased compression heating or wall heat
transfer with LIVC times would tend to reduce the impact of these
individual effects. In summary, while some of the assumptions
used to set the boundary conditions in this investigation are some-
what simplified, the current study is focused on understanding the
ability to alter the charge history from IVC through combustion,
and as such, secondary effects prior to this period are not consid-
ered in this work. Additionally, the removal of these secondary
effects from the consideration of the problem allows for a more
direct interpretation of the effects of load, speed, and boost pres-
sure on the combustion phasing.

Results and Discussion
The computational model was first used to evaluate the poten-

tial effectiveness of LIVC times in shifting the combustion phas-
ing of the base line operating condition �Table 1� towards the
TDC. The changing of IVC times in the model was accomplished
by simply changing the crank angle where the simulation was
started. As previously discussed, the temperature and pressure at
the start of each computation were kept the same for all of the
cases and the simulated injected fuel mass was also kept constant.

Simulated pressure traces for the light-load condition of Table
1, with IVC times ranging from −143 CA ATDC to −85 CA
ATDC, are shown in Fig. 2. The experimentally measured cylin-
der pressure, for the base line operating condition �IVC=−143 CA
ATDC�, is shown for comparison with the model predictions. The
model-predicted cylinder pressure at the base line operating con-
dition is reasonably well matched with the experimental measure-
ment. The start of rapid pressure rise occurs about 3 crank angle
degrees �CAD� later in the model predictions than in the measure-
ments and the peak pressure is slightly underpredicted.

As IVC is delayed, Fig. 2 shows that ignition is delayed and the
pressure rise is shifted towards the TDC. This results in less nega-

tive work and improved thermal efficiency. The heat release rates
for the same range of IVC times are shown in Fig. 3. Again, the
delay of IVC can be seen to produce a significant shift of both the
cool-flame chemistry and the main combustion event towards the
TDC. It is clear that a high level of control may be gained over the
combustion phasing by altering the thermal history of the fuel-air
charge with LIVC strategies.

Effect of Increasing Load. For HCCI to become a viable op-
erating mode in future engines, combustion control at high loads
also needs to be achieved. To evaluate the effectiveness of LIVC
times at higher loads, the simulated fueling rates were increased to
double and triple the injected mass of the base line operating
condition �Table 1�. A plot of the resulting 50% accumulated heat
release �AHR� points for a range of IVC times with a varying fuel
injected quantity is shown in Fig. 4. The phasing of the 50% AHR
point is used as a measure of the combustion phasing, where a
maximum thermal efficiency would be achieved with a 50% AHR
near 0 CA ATDC �TDC�.

Figure 4 shows that for all three fueling cases, delayed IVC
times are effective at retarding the 50% AHR to near the TDC for
optimal combustion phasing. At the base line fueling level of
31.2 mg, the simulations suggest that an IVC timing near −100
CA ATDC will produce a 50% AHR point near the TDC. As the
amount of fuel injected is increased from the base line to 62.4 mg,
the 50% AHR point is advanced, but by delaying the IVC addi-
tional 10 CAD to occur around −90 CA ATDC, the 50% AHR
point can again be moved to near the TDC. When the injected fuel

Fig. 2 Effect of late IVC timing on cylinder pressure at base
line operating condition „821 rpm, mfuel=31.2 mg, Tin=298 K,
and Pin=102.5 kPa…

Fig. 3 Effect of late IVC timing on heat release rate at base line
operating condition „821 rpm, mfuel=31.2 mg, Tin=298 K, and
Pin=102.5 kPa…

Fig. 4 Effect of late IVC timing on 50% AHR points at varying
fueling rates „821 rpm, Tin=298 K, and Pin=102.5 kPa…
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is increased to 93.6 mg, the 50% AHR point is again advanced,
but not to the same degree. Also, at an IVC time of −90 CA
ATDC, the 50% AHR point for the highest fueling case becomes
even less advanced and actually occurs later than the 62.4 mg
fueling case with the same IVC timing. To understand why this
occurs, and to gain more insight about the abilities of LIVC times
at higher loads, it is helpful to analyze the combustion phasing
details, which are outlined in Table 2.

The timings of three significant portions of the total heat release
are outlined in Table 2. First, the time at which 10% of the total
fuel energy has been released �10% AHR point� is used as an
indicator of the second stage ignition timing. Second, as discussed
previously, the time at which 50% of the total fuel energy has
been released �50% AHR point� is used as a measure of the com-
bustion phasing, where a 50% AHR point near the TDC is desired
for optimal thermal efficiency. Last, the time in CAD for the en-
ergy release to occur between the 10% AHR point and the 90%
AHR point is used as a measure of the total combustion duration.
The analysis of these significant points in the fuel energy release
can highlight important variations in the combustion history oc-
curring with the simulated LIVC strategy.

While the 50% AHR points were generally seen to be advanced
by increased fueling in Fig. 4, Table 2 shows that, by contrast, the
10% AHR points are delayed as the injected fuel amount is in-
creased for a given IVC time. For example, with an IVC time of
−143 CA ATDC, the 10% heat release point is retarded from
−24.2 CA ATDC to −23 CA ATDC, and to −21.4 CA ATDC as the
fuel injection quantity is increased from 31.2 mg to 62.4 mg and
93.6 mg. As the injected fuel quantity is increased, the specific
heat ratio of the fuel-air charge decreases, resulting in decreased
compression temperatures and a delayed ignition time.

Table 2 also reveals that the 10–90% AHR, or combustion du-
ration, is dramatically shortened as the fuel injected quantity or
equivalence ratio is increased. By contrast, longer combustion du-
rations occur with lower equivalence ratio mixtures, which is a
result of reduced adiabatic flame temperatures in these mixtures.
The variation of combustion duration with changes in equivalence
ratio has a dominant effect over the observed changes in ignition
timing and this leads to a general trend of advanced 50% AHR
points as the fueling rate increases. However, the gradual decrease
in the advancement of the 50% AHR points with increasing fuel-
ing is likely due to an increasing impact of the delayed ignition
times that arise from the reduced specific heat of the fuel-air
charge. Indeed, Kelly-Zion and Dec �19� have shown that the
oxidation chemistry of two-stage fuels such as n-heptane are af-
fected by these types of competing dependencies on mixture

equivalence ratios. Specifically, they demonstrated that the effect
of decreased specific heats in higher equivalence ratio fuel-air
mixture causes decreased compression temperatures, and thus in-
creased ignition delays. However, they also found that the time
between the first and second-stage combustion is decreased with
increased equivalence ratio. This is consistent with a reduction in
combustion duration �10–90% AHR� with increasing equivalence
ratios, as observed in Table 2.

Looking closer at the heat release points for the 93.6 mg fueling
case in Table 2, further insight can be gained about the impact of
higher equivalence ratio mixtures on 50% AHR phasing. As dis-
cussed previously, the mixtures resulting from this injected fuel
quantity produce delayed ignition points, but dramatically short-
ened the combustion duration. This produces a competition of
effects as the delayed ignition time pushes the 50% AHR point
towards the TDC while the shortened combustion duration tends
to advance the 50% AHR point. For example, as the fueling rate is
increased from 62.4 mg to 93.6 mg, with a fixed IVC time of
−100 CA ATDC, the decreased specific heat ratio of the 93.6 mg
mixture causes a delay in the 10% AHR point of about 3 CAD,
compared to that of the 62.4 mg mixture. Recall that since the
temperature and pressure boundary conditions are kept constant
between the simulations, the compression history will be repli-
cated between these cases since the IVC timing is the same. How-
ever, the higher global equivalence ratio of the mixture resulting
from a 93.6 mg injection results in a faster combustion reaction
and a 50% AHR point which is about 0.5 CAD advanced from the
62.4 mg fueling case. By contrast, with a fixed IVC time of −85
CA ATDC, the 50% AHR point of the 93.6 mg fueling case dis-
plays a delay of about 1.5 CAD in the 50% AHR point with
respect to the 62.4 mg case. This occurs even though the combus-
tion duration has been reduced by 3.5 CAD relative to the
62.4 mg case. In the higher fueling case, the decreased specific
heat ratio of the charge mixture results in a more significantly
delayed ignition. Ignition is delayed by an additional 5 CAD, by
comparison, leading to the observed relative delay in the 50%
AHR point.

Finally, it can be seen that as IVC time is delayed for each
fueling case, a higher IMEP is obtained. Since the fueling rate is
kept constant as the IVC time is delayed, the increase in IMEP is
a result of the shift in the 50% AHR point towards the TDC and
an improvement in thermal efficiency. These results indicate that,
theoretically, the IMEP can be more than doubled while maintain-
ing an optimally phased HCCI mode by employing a LIVC time
near −85 CA ATDC with a fuel injection of 93.6 mg. Note that the

Table 2 Combustion phasing details: Effect of late IVC timing at different fueling rates

Fuel injected
IVC

�CA ATDC�

Global
equivalence

ratio
10% AHR

�CA ATDC�
50% AHR

�CA ATDC�
10–90% AHR

�CAD�
IMEP
�bar�

mfuel=31.2 mg −143 0.20 −24.2 −8.6 16.9 2.57
−130 0.21 −22.4 −6.9 16.5 2.64
−115 0.24 −19.3 −4.0 16.3 2.73
−100 0.27 −15.1 1.5 17.5 2.82

mfuel=62.4 mg −143 0.40 −23.0 −15.3 7.8 3.91
−130 0.43 −21.0 −13.9 7.2 3.94
−115 0.47 −17.8 −11.6 6.3 4.07
−100 0.55 −13.0 −7.9 5.2 4.22
−85 0.67 −5.2 −1.1 4.2 4.35

mfuel=93.6 mg −143 0.60 −21.4 −17.7 3.7 5.18
−130 0.64 −19.2 −16.1 3.2 5.42
−115 0.71 −15.6 −13.2 2.5 5.75
−100 0.82 −10.1 −8.6 1.5 6.08
−85 1.00 −0.2 0.5 0.7 6.25
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combustion duration at this condition becomes rapid �less than 1
CAD� and will result in a severe pressure rise that may not be
physically realizable in an actual engine. However, these simu-
lated results occur under a strict set of idealized operating condi-
tions and operation in a real engine is likely to include thermal
gradients and air-fuel stratification, which are not included in
these simulations. Indeed, thermal and air-fuel stratification has
been demonstrated to occur naturally in HCCI operated engines
and further offers control of pressure rise rates for high load HCCI
operation �20,21�. With the inclusion of a pressure rise control
strategy, the potential for optimal phasing of high load HCCI with
LIVC is clearly illustrated.

Effect of Increasing Boost. In addition to evaluating the effec-
tiveness of LIVC times at various load ranges, the effect of adding
boost on LIVC air-fuel mixture histories was also evaluated. For
this portion of the study, the injected fuel quantity was held to the
base line value of 31.2 mg and boost was added in two increments
�150 kPa and 200 kPa�. The IVC times were varied for each boost
level and the resulting 50% AHR points are shown in Fig. 5.

Figure 5 shows that increasing boost from the base line natu-
rally aspirated level of 102.5–200 kPa has a little effect on the
phasing of the 50% AHR point. An IVC time around −110 CA
ATDC would produce a 50% AHR point near the TDC �0 CA
ATDC� for all three boost conditions simulated here. However,
there is a noticeable spreading of the 50% AHR curves as the IVC
is delayed from the base line timing of −143 CA ATDC to −100
CA ATDC. To understand both the lack of significant impact on
the combustion phasing and the spreading of the 50% AHR curves

at LIVC times under boosted conditions, it is helpful to examine
the combustion phasing details of these results, as outlined in
Table 3.

For the set of data presented in Table 3, it should again be
noticed that equivalence ratio increases as the IVC time is re-
tarded in each boost case. As boost is increased, however, the
global equivalence ratios decrease since the fuel injection quantity
is kept constant. It has already been established by the previous
set of results that the specific heat capacity of the mixtures plays a
large role in altering the thermal history and ignition timing while
global equivalence ratios have a large effect on combustion dura-
tion, and it is important to keep these effects in mind as this set of
data is analyzed below.

Examining the 10% AHR points at each boost level, it can be
seen that the used of delayed IVC times causes a retarded 10%
AHR point, consistent with previous results. However, as the
boost level is increased for a fixed IVC time, the 10% heat release
point becomes slightly advanced. This advanced ignition could be
due to two factors. As discussed earlier, higher equivalence ratio
mixtures with a reduced specific heat ratio were shown to retard
ignition. Since the global equivalence ratio decreases with added
boost in these simulations, and the resulting specific heat ratio of
the mixture increases, it follows from the previous results that
lowering the equivalence ratio could result in advanced ignition.
Also, since HCCI combustion is known to be kinetically con-
trolled and the global reaction rate is directly proportional to pres-
sure, the higher boost pressures could be contributing to faster
ignition reactions, and consequently producing advanced ignition
times.

Looking at the 10–90% AHR duration for a given IVC time, it
is clear that the combustion duration is increased dramatically as
boost is increased. This results from a decrease in global equiva-
lence ratios, which as discussed previously, causes reduced com-
bustion temperatures and slower reaction rates. However, note that
the duration between the 10% AHR point and the 50% AHR point
is not as significantly impacted as boost levels are increased. This
duration is only increased by about 1 CAD with an increase in
boost pressure from 102.5 kPa to 150 kPa, while the 10–90%
AHR duration increases by about 9 CAD. Prior to the 50% AHR
point, rising compression stroke temperatures help us maintain
heat release reactions under these low equivalence ratio condi-
tions. After the TDC, piston expansion results in falling tempera-
tures and significantly increased combustion completion times.
Indeed, for the 200 kPa case, where the equivalence ratios ap-
proach 0.10, the reaction rates become so slow after the TDC that
the fuel oxidation process is incomplete in the time available for
piston expansion.

Accordingly, the almost negligible shift in 50% AHR points

Fig. 5 Effect of late IVC timing on 50% AHR points at varying
boost pressures „821 rpm, mfuel=31.2 mg, and Tin=298 K…

Table 3 Combustion phasing details: Effect of late IVC timing at different boost levels

Intake
pressure

IVC
�CA ATDC�

mfuel
�mg�

Global
equivalence

ratio
10% AHR

�CA ATDC�
50% AHR

�CA ATDC�
10–90% AHR

�CAD�
IMEP
�bar�

Pin=
102.5 kPa

−143 31.2 0.20 −24.2 −8.6 16.9 2.57
−130 0.21 −22.4 −6.9 16.5 2.64
−115 0.24 −19.3 −4.0 16.3 2.73
−100 0.27 −15.1 1.5 17.5 2.82

Pin=
150 kPa

−143 31.2 0.14 −25.3 −8.4 26.1 2.34
−130 0.15 −23.5 −6.6 25.1 2.43
−115 0.16 −20.5 −3.4 23.9 2.55
−100 0.19 −16.4 3.2 26.3 2.63

Pin=
200 kPa

−143 31.2 0.10 −25.9 −8.3 Incomplete 1.94
−130 0.11 −24.1 −6.4 Incomplete 2.03
−115 0.12 −21.2 −2.8 Incomplete 2.15
−100 0.14 −17.2 5.3 Incomplete 2.13
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with increasing boost, as shown in Fig. 5, can be understood from
the ignition timing and combustion duration details just discussed.
The slightly advanced ignition, caused by the increasing boost
level, is balanced by the slight increase in combustion duration
prior to the 50% AHR point, produced by decreased global
equivalence ratios. The more pronounced spread of the 50% AHR
curves at LIVC times in Fig. 5 is likely an effect of the phasing of
the 50% AHR point. As the 50% AHR point approaches the TDC,
there is less of a compression effect to assist heat release rates and
the slow combustion, which results from low global equivalence
ratios, begins to dominate. This effect becomes especially promi-
nent for the cases with IVC timings of −100 CA ATDC, where the
50% AHR points occurs after the TDC. Indeed, Fig. 5 shows that
these cases resulted in the highest variance of 50% AHR; illus-
trating a more significant delay in 50% AHR phasing as boost is
increased and global equivalence ratios decrease.

Effect of Boost at Higher Loads. The previous discussion of
results revealed that combustion phasing is largely insensitive to
boost levels. Therefore, it follows that boost might be used at
higher loads with a similar range of IVC times in order to improve
IMEP and further expand the HCCI load range. To evaluate this
possibility, the previous set of boost levels was applied to a higher

fuel injected quantity of 62.4 mg. Again, the IVC times were var-
ied for each boost level and the resulting 50% AHR points are
shown in Fig. 6.

The set of curves shown in Fig. 6 are largely similar to those
obtained previously at the lower fueling rate �Fig. 5�. Figure 6
shows that increasing boost from the base line level of 102.5 kPa
�naturally aspirated� to a level of 200 kPa again shows a little
effect on the phasing of the 50% AHR point. With this larger fuel
injection quantity, the simulations indicate that a LIVC time of
approximately −85 CA ATDC would be necessary to produce a
50% AHR point near the TDC, compared to −100 CA ATDC for
the previously discussed lower fueling rate cases. Also, note that
the 50% AHR curves are advanced in comparison to those of the
lower fueling rate in Fig. 5, consistent with previous observations
on the effect of increasing global equivalence ratios. Finally, the
naturally aspirated 50% AHR curve shows an increased sensitivity
to IVC timing, similar to the trend observed in the high fueling
case �93.6 mg� of Fig. 4. Again, to better understand these trends,
it is helpful to examine the combustion phasing details, as pre-
sented in Table 4.

The trends in the heat release points show many similarities to
the 31.2 mg fueling cases previously presented. Similar to the
previous results, as boost level is increased for a given IVC time,
the 10% AHR point becomes slightly advanced. Also, the 10–90%
AHR duration for a given IVC time is increased as boost is in-
creased. As observed previously, the competing effects of ad-
vanced ignition and increased combustion duration balance, re-
sulting in a nearly negligible shift in 50% burn points for a given
IVC time with increasing boost.

While Fig. 6 indicates that the combustion phasing is not
largely affected by boost at this higher fuel rate, the mixtures,
which result from this fueling rate, have a significant impact on
the parameters, which dominate the combustion process. Examin-
ing the 10–90% heat release durations in Tables 3 and 4, the most
striking difference between these cases is that the combustion du-
rations are over twice as long in the 31.2 mg fueling cases than for
the 62.4 mg fueling cases. Since global equivalence ratios are
higher with the 62.4 mg injected quantity, reaction rates are faster
and the combustion durations are significantly shorter. At the
lower fueling rate, increased boost pressure caused decreased glo-
bal equivalence ratios and the resulting slow combustion rates
were observed to dominate the timing of the 50% AHR point as
the phasing neared the TDC. By contrast, at this higher fueling

Fig. 6 Effect of late IVC timing on 50% AHR points at higher
load with varying boost pressures „821 rpm, mfuel=62.4 mg,
and Tin=298 K…

Table 4 Combustion phasing details: Effect of late IVC timing at higher load with different
boost levels

Pressure at
IVC

IVC
�CA ATDC�

mfuel
�mg�

Global
equivalence

ratio
10% AHR

�CA ATDC�
50% AHR

�CA ATDC�
10–90% AHR

�CAD�
IMEP
�bar�

Pivc=
102.5 kPa

−143 62.4 0.40 −23.0 −15.3 7.8 3.91
−130 0.43 −21.0 −13.9 7.2 3.94
−115 0.47 −17.8 −11.6 6.3 4.07
−100 0.55 −13.0 −7.9 5.2 4.22
−85 0.67 −5.2 −1.1 4.2 4.35

Pivc=
150 kPa

−143 62.4 0.27 −24.7 −15.0 10.2 4.72
−130 0.29 −22.8 −13.7 9.5 4.74
−115 0.32 −19.8 −11.5 8.5 4.65
−100 0.37 −15.4 −8.3 7.3 4.55
−85 0.45 −8.8 −2.9 6.2 4.59

Pivc=
200 kPa

−143 62.4 0.20 −25.7 −14.3 12.9 4.81
−130 0.22 −23.8 −13.0 12.1 4.94
−115 0.24 −20.8 −10.8 10.9 5.09
−100 0.28 −16.7 −7.5 9.7 5.29
−85 0.34 −10.5 −2.2 8.7 5.13
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rate, combustion reaction rates do not appear to have a significant
impact on the resulting 50% AHR phasing since combustion du-
rations are relatively short. The increased specific heat ratio of
these mixtures are also observed to play a more dominant role in
the phasing, particularly in the naturally aspirated case �Pin
=102.5 kPa�. Specifically, the delay that occurs in the 10% AHR
point, as the IVC time is changed from −143 CA ATDC to −85
CA ATDC, is the largest of the three boost cases in Table 4. Since
the initial temperatures are held constant between these cases and
the compression histories are matched for matched IVC timings,
the greater sensitivity of ignition timing to IVC timing must result
from an altered thermal history of the mixture via the specific heat
ratio. Finally, since ignition timing is the controlling parameter in
the combustion phasing at this higher fueling level, the greater
ignition delay in the naturally aspirated case with a −85 CA ATDC
IVC timing results in a greater delay of the 50% AHR point. This
phenomenon leads to the observed bend in the naturally aspirated
50% AHR curve of Fig. 6.

Another important observation of the data in Table 4 is that the
IMEP can be further increased by the addition of boost at this
higher fueling level. For optimal combustion phasing near the
TDC, with an IVC timing of −85 CA ATDC, the addition of boost
pressure to 200 kPa results in an increase in IMEP from 4.35 bars
�naturally aspirated� to 5.13 bars. These simulation results suggest
that through the use of LIVC, the combustion phasing can be
properly controlled under both higher fueling rates and boost, pro-
ducing approximately twice the IMEP predicted by the base line
case.

Effect of Speed. Increased engine speeds at high loads also
affect the ability to control combustion phasing and extend diesel
HCCI operating ranges. The last section of this investigation ex-
plores the interaction of engine speed and LIVC times on diesel
HCCI combustion phasing. For this portion of the study, naturally
aspirated intake conditions and a fuel injected quantity of 31.2 mg
were applied to high and low engine speeds. The IVC times were
varied for each engine speed and the resulting 50% AHR points
are shown in Fig. 7.

Figure 7 shows that for a fixed fueling level, the 50% AHR
points are retarded �in CA space� at a higher engine speed. This
shift in the 50% AHR curve might be expected since the simula-
tions are based on a homogenous fuel-air mixture, which causes
the combustion process to be primarily kinetically controlled.
However, the highly premixed nature of HCCI combustion is also
expected to be largely kinetically controlled and should display a
similar response to increased engine speeds. This indicates, for the
case illustrated here, that optimal combustion phasing will require
less IVC delay at higher engine speeds. This result is especially
useful for operation under high fueling rates, where later IVC

times �from −100 ATDC to −85 ATDC� were required to obtain a
50% AHR point near the TDC. The tendency of the higher fueling
rate cases to have overly advanced phasing can be offset by the
delay of the 50% AHR point with higher engine speed. Further-
more, the reduced requirement for LIVC times would allow
longer mixing times of the fuel-air charge for injections occurring
after IVC. This is especially important to maximize homogeneity
of fuel-air mixtures so that successful HCCI combustion can be
realized. Thus, increased engine speed can assist in delaying com-
bustion phasing, reducing LIVC delay times and making it easier
to obtain diesel HCCI combustion under high load operation.

Summary and Conclusions
This work investigated the potential use of variable intake valve

timing for the control of diesel HCCI combustion. An idealized
model was constructed in order to understand the fundamental
elements affecting the combustion phasing. The results indicate
the following.

1. The use of LIVC times was found to be effective for retard-
ing the combustion event and preventing premature combus-
tion. Also, a higher IMEP can be obtained due to the ability
to properly phase the combustion.

2. The use of LIVC times enabled the 50% burn point to be
centered at the TDC for a wide range of loads, boost pres-
sures, and engine speeds.

3. Combustion phasing was largely insensitive to boost pres-
sures. As a result, boost could be added at higher fueling rate
operating conditions to further increase IMEP, without re-
quiring changes in the IVC times.

4. Changes in equivalence ratio and the resulting changes in
mixture specific heat capacity can significantly contribute to
combustion event timing:

• Low equivalence ratio mixtures caused reduced combus-
tion temperatures, slower combustion rates, and in-
creased combustion durations. As combustion durations
lengthen, this effect begins to dominate phasing of the
50% AHR point near the TDC.

• High equivalence ratio mixtures caused rapid combus-
tion. Due to this rapid combustion duration, ignition tim-
ing became the primary controller of combustion phasing
at high fueling rates.

• For a fixed IVC pressure, temperature, and compression
history �constant IVC time�, higher equivalence ratio
mixtures caused an increase in the specific heat ratio and
lead to a retarded ignition timing.
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Characterization of Particulate
Matter Emissions From a
Four-Stroke, Lean-Burn, Natural
Gas Engine
Regulatory agencies are becoming increasingly concerned with particulate emissions as
the health and environmental effects are becoming better understood. While much re-
search has been performed on diesel engines, little is known about particulate matter
(PM) emissions from natural gas internal combustion engines. In this project, tests were
conducted on a Waukesha VGF F18 natural gas engine running at full load. PM10
combustion emissions were collected on teflon and quartz filters and a scanning mobility
particle sizer was used to determine the particle size distribution. Tests were performed at
4–7% exhaust oxygen �O2� levels. Overall, it was found that a large number of small
particles were emitted from this engine. The total mass based PM emissions were found
to be 0.0148 gm /bkW h, which is slightly greater than the Tier-4 nonroad diesel particu-
late emission standard. Particle distributions revealed that the geometric mean diameter
of the natural gas particles was approximately 30 nm and did not change with air to fuel
ratio. Particulate concentrations were found to decrease at leaner engine operating con-
ditions. Results showed a strong correlation between the NOx and particle concentra-
tions, while an inverse correlation between CO and particle concentrations was
revealed. �DOI: 10.1115/1.2906218�

Introduction
The health and environmental impacts of particulate matter

�PM� emissions are influenced by both the particle size and par-
ticle concentration. Hence, characterizing the PM emissions from
all sources is necessary to help our understanding of the effects of
PM on global warming and respiratory disease. Detailed informa-
tion on PM emissions from engines also helps direct research to
reduce the emissions of harmful constituents and decrease particle
number and mass emissions.

Some types of PM are believed to have the ability to scatter
incoming radiation either directly or through cloud formation,
modifying our natural radiation balance. While buildup of carbon
dioxide �CO2� in the stratosphere can increase the overall tem-
perature, this scattering effect from PM may actually cool the
earth. This cooling process is referred to as the “whitehouse” ef-
fect and is estimated to offset 20–100% of the heating due to the
greenhouse effect �1�. On the other hand, black carbon, or elemen-
tal carbon �EC�, is thought to increase warming trends due to their
tendency to absorb solar radiation. A large uncertainty is present
for both effects, increasing the need for more precise size distri-
butions and speciation profiles from all sources to aid in more
accurate models. Climate forcing by anthropogenic aerosols is
believed to be the largest source of uncertainty in future climate
change models �2�. As researchers develop more complex air
quality models, specific data on the size distribution of common
sources, such as natural gas engines, are needed.

The effects of inhaled particles on human health are largely
dependent on particle size. The human respiratory system can be
divided into three main sections: the head and nose airways, the
tracheobronchial region, and the alveolar region. Particle deposi-
tion, mainly occurring through impaction, settling, and diffusion,

is strongly dependent on particle size. A substantial drop in depo-
sition around 100–1000 nm can be seen due to lack of an efficient
mechanism for collecting particles of this size. Although the mass
median diameter for combustion aerosols falls within this range,
combustion aerosols still present a major inhalation health hazard.

While total deposition in the 100–1000 nm size range is low,
most of these particles deposit in the alveolar or deep lung region.
Due to gas exchange of oxygen and CO2 that occurs in this re-
gion, there is no protective mucus layer to trap and remove par-
ticles. Once entrained in the alveolar region, insoluble particles
may remain in the lungs for months or years. Soluble particles can
dissolve into lung tissue or move into the bloodstream.

PM emissions are currently regulated for diesel engines and
many other sources, but PM emissions from natural gas engines
have not been discussed much. However, this could change as
diesel PM levels drop and natural gas PM emissions become com-
parable to Tier-4 and -5 diesel emission levels.

Some fundamental research has already been done to character-
ize particulate emissions from natural gas combustion sources.

Hildemann et al. found that natural gas home appliances pro-
duced extremely low PM emissions, ranging from 23 ng /kJ to
72 ng /kJ of burned fuel �3�.

Schauer et al. estimated that natural gas combustion is the 15th
leading cause of fine aerosol organic carbon in Los Angeles, CA.
Meat cooking ranked first and diesel vehicles ranked fifth directly
behind noncatalyst gasoline vehicles �4�.

Ristovski et al. found that measures adopted to reduce gaseous
emissions in natural gas engines have resulted in the mass reduc-
tion of particulate emissions but have increased the particle count,
especially below 100 nm. The typical range of the count median
diameter �CMD� measured was between 20 m and 60 nm �nucle-
ation mode� with a maximum of around 140 nm �accumulation
mode�. The particle concentrations were between 2�104 cm−3

and 1�107 cm−3, the upper end of which is on the same order as
a PM from diesel engines �5�.
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Particulate Measurements
PM emissions were measured on a Waukesha VGF F18 in-line

six cylinder natural gas engine used for stationary power genera-
tion. This engine is rated at 298 kW at 1800 rpm and was
equipped with extensive instrumentation. Table 1 shows the main
engine parameters.

PM Measurement Equipment. Flow in the sample probe
should be isokinetic to obtain a representative particle sample
from the exhaust. Isokinetic flow is present when the velocity of
gas entering the probe is equal to the velocity of gas in the bulk
stream and the probe is aligned with the flow. Therefore, a circular
duct of size D0 with a flow rate of Q0 along with a sample probe
of diameter Ds and a flow rate of Qs will ensure that measurement
velocity is isokinetic �Eq. �1�� �1�.

Qs

Q0
= �Ds

D0
�2

�1�

After determining an acceptable range of sample probe diam-
eters, stainless steel tubing with an inner diameter of 3.86 mm
was selected for construction of the sample probe. The tip of the
probe was placed in the exhaust pipe approximately 75 cm above
the turbo and centered in the pipe, as shown in Fig. 1.

Other factors that could affect sample probe efficiency are the
probe placement and angle. The sample probe location was a con-
cern due to possible variations in particle concentration across the
diameter of the exhaust pipe. However, the turbine should serve to
mix the exhaust gas and disrupt any variations in PM concentra-
tion across the diameter of the exhaust pipe. The angle of the
sample probe may also introduce error. However, the error asso-
ciated with a 15 deg misalignment is, at most, 3.4% for large
particles and zero for small particles �1�. Therefore, the probe
alignment was maintained within this angle.

Internal combustion processes are never ideal. When carbon-
aceous fuel is burned in an engine, some unburned or partially
burned carbon is released at high temperature. This material cools
first in the exhaust system and then by atmospheric mixing, re-
sulting in the formation of PM, which is accompanied by volatile

and semivolatile gas-phase compounds. PM formation is compli-
cated and depends on several factors, including time, temperature,
and concentration of precursor molecules. Direct sampling from
the tailpipe at elevated exhaust temperatures will underestimate
true particle concentrations since many organics precursors that
are destined to enter the particle phase remain as gases upon sam-
pling. Therefore, to simulate real-world conditions, a dilution tun-
nel allows the exhaust time to cool, mix with ambient air, and
reach equilibrium before sampling takes place. A modified version
of the Hildemann dilution tunnel �6�, shown in Fig. 2, was used in
the study described here. This design provides a dilution ratio of
approximately 100:1 �air:exhaust� and a sample residence time of
roughly 75 s.

A scanning mobility particle sizer �SMPS� was used to measure
particle concentrations as a function of size based on electrical
mobility. The SMPS system used in this research includes a dif-
ferential mobility analyzer �DMA� and a condensation particle
counter �CPC� developed by Grimm Technologies �Grimm Inc.,
Douglasville, GA�.

Data can be extracted from the SMPS in a variety of formats.
Most useful for this study are the raw particle counts, which can
be exported into an EXCEL file. Each bin, corresponding to a mo-
bility diameter size range, contains the number of particles
counted by the CPC. Data are then normalized to the width of the
measurement bin for balanced comparison.

The SMPS system has several limitations owing to the Boltz-
mann charge distribution rendered on sampled particles. Because
the DMA separates particles by electrical mobility rather than di-
rectly by diameter, some particles may be misclassified. As an
example, a 400 nm particle with a +2 charge has the same elec-
trical mobility as a 200 nm particle with a +1 charge. Prediction
of the charge density on a particle becomes difficult as particle
size and width of the Boltzmann charge distribution increase �1�.
The DMA uses a complicated algorithm referred to as the transfer
function to account for the possibility of multiple charges on par-
ticles. The transfer function works well for particles below
200 nm but is unable to accurately differentiate between particles
larger than 1000 nm.

PM Measurement Procedure. The test engine is a stock pro-
duction engine, except that it has been equipped with a “low fric-
tion” ring pack as described elsewhere �7�. The oil consumption of
this engine, however, was unchanged from the stock ring pack. A
commercial SAE 40W lubricating oil, as recommended by the
manufacturer, was used. The engine, which can operate between
�4% and 7.25% exhaust O2, was tested at four exhaust oxygen
concentration levels selected in random order: 5%, 7%, 6%, and
4%.

Once the engine operating conditions were achieved and al-

Table 1 Basic engine parameters

Parameter Value Unit

Engine type Natural gas, SI —
Bore�stroke 0.152�0.165 m2

Number of cylinders 6 —
Displacement 18 l
Engine load 298 kW
Engine BMEP 1108 kPa
Engine speed 1800 rpm

Fig. 1 Particulate sample probe placement

Fig. 2 Dilution tunnel. 1: HEPA filter; 2: turbine flow meter; 3:
ball valve; 4: activated charcoal filter; 5: exhaust sample line
„heated, flexible…; 6: venturi flow meter; 7: pump; 8: thermo-
couple; 9: residence chamber; 10: humidity sensor; 11: SMPS
and cascade impactor sampling ports; 12: rotometer; 13: filter
pack; 14: mass flow controller; and 15: PM10 cyclone.
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lowed to stabilize for some time, two PM10 cyclones and two filter
packs were connected to the residence chamber �Fig. 2�. These
filters collected PM10 throughout the entire testing period for all
O2 exhaust percentages. A teflon filter was used to estimate PM10
mass concentration. Two quartz filters were used to collect PM for
future analysis of organic carbon/elemental carbon �OC/EC�. The
quartz filters were not used in the current analysis, but will pro-
vide a base line for future testing regarding the effects of oil
burning in the cylinder. Pump power was incrementally increased
to pull at a constant 28.3 ALPM, measured by a calibrated mass
flow meter. The dilution ration was adjusted to roughly a 100:1
ratio through manual control of dilution air flow. An excess air
pump was then used to hold the residence time near 75 s.

The SMPS was set to take three 5 minute scans at each engine
operating condition. The standard set of engine parameters was
recorded �gaseous emissions, temperatures, general engine pres-
sures, and in-cylinder pressures�. The dilution tunnel parameters
�dilution flow, exhaust flow, temperatures, pressures, and resi-
dence time� were also recorded.

Results and Discussion
At the conclusion of the test program, the teflon filter was

weighed and found to have collected approximately
0.066�0.018 mg of PM for the entire duration of the tests, cor-
responding to approximately 0.0148�0.0031 g /bkW h. For com-
parison, the Tier-4 diesel nonroad emission standards were set at
0.013 g /bkW h �8�. Only a single “overall test PM mass” mea-
surement was performed because a long test time is required to
accumulate sufficient PM mass on the teflon filter. Nonetheless,
this provides a reference PM mass emission value for this engine.

Particle distribution averages and standard deviations for each
test condition were calculated and these results are shown in Fig.
3.

The results of the size distribution clearly show a reduction in
the total number concentration as the exhaust O2 increases from 4
to 7%. The decrease in the particulate concentration may be due to
the increased availability of oxygen, allowing the particles to oxi-
dize more completely. The distribution modes occur at approxi-
mately the same location, �35 nm, for all exhaust oxygen levels.

Large particle counts above �300 nm are thought to be prima-
rily a result of oil combustion. The larger particles are of interest
due to their ability to increase the total PM mass with only a slight
increase in particle count. The total number concentrations and the
concentrations above 300 nm were calculated for all of the differ-
ent test conditions. The total concentration and the concentration
above 300 nm were found to decrease as exhaust O2 increased, as
shown in Fig. 4.

The effects shown above do not take into consideration the total
number of particles exiting the engine but rather the concentration

of the particles in the dilution exhaust gas. The exhaust gas con-
tained a larger percentage of oxygen in the leaner tests due to an
increased air flow into the engine. Therefore, the total concentra-
tions should be lower for the same particulate output. However,
the engine air flow varied by �16% and the concentrations varied
by �57%. The brake specific total particulate emissions were cal-
culated in order to verify that the effects of the increased air flow
through the engine were not obscuring the trends. The brake spe-
cific total particulate count is plotted in Fig. 5.

The geometric mean diameter �GMD� was calculated from the
particle measurements and found to be approximately 35 nm for
all of the test cases. However, the geometric standard deviations
�GSDs� were shown to decrease with increasing exhaust O2 �Fig.
6�. A decrease in the GSD indicates a narrowing of the particle
size distribution with increasing O2, whereas the GMD remained
relatively constant. Once again, the reduced particle concentra-
tions at leaner conditions may be a result of the increased oxygen
available to oxidize the particles.

Finally, a comparison of the regulated gaseous emissions to the
particulate concentrations was made. The NOx and CO were plot-
ted versus the total particulate concentrations. The NOx and the
CO emissions were found to have reasonably linear correlations to
the particle count as the exhaust O2 varied. Brake specific NOx
and PM count were found to decrease as the exhaust O2 levels
increased �leaner operating�. Conversely, CO increased with de-
creasing exhaust O2 levels. These results are shown in Fig. 7.

This result is somewhat surprising from the perspective of die-
sel engine emission management. In diesel engines, almost any-
thing that reduces NOx emissions will cause PM levels to in-
crease, forming the so-called “NOx-PM trade-off” curve.

Fig. 3 Particle size distribution Fig. 4 Total PM count versus exhaust O2

Fig. 5 Brake specific total particulate count
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However, these results suggest that the current trend of operating
natural gas engines at higher exhaust O2 levels �leaner� will be
beneficial for NOx and PM emissions.

The combustion stability of this engine was examined by plot-
ting the COV of indicated mean effective pressure �IMEP� as a
function of exhaust O2 concentration, as shown in Fig. 8. This plot
reveals that the combustion stability starts to degrade at about 7%
exhaust O2, particularly for Cylinder No. 6. However, this dete-
rioration in the combustion stability did not adversely affect the
NOx and PM emissions, as discussed above.

Summary and Conclusions
PM emission size and concentration were measured on a natu-

ral gas engine. The total concentrations experimentally found
were within the ranges found in published literature �3,9�. The
size and distributions found within the range of measured values
were expected.

The average PM mass emission rate was 0.0148 gm /bkW h,
which is slightly greater than the Tier-4 nonroad diesel particulate
emission standard.

The particle size distribution measurements revealed that the
GMD of the natural gas particles was approximately 30 nm.
Roughly 40% of these particles, once inhaled, will deposit in the
alveolar region of the lungs where the health effects are expected
to be the greatest �1�. In comparison, typical diesel engines pro-
duce particles with a CMD of approximately 100 nm �10� and are
only approximately 15% likely to deposit in the alveolar of the
lungs �1�. Although the particles created by natural gas engine are
fewer in number and smaller, they have a greater chance of de-
positing deeper in the lungs and are a potential health problem.

The particulate concentrations were found to decrease at leaner
engine operating conditions, but the particle size distribution was
relatively constant.

A strong correlation between the NOx and particle concentra-
tions was found. That is, engine operating conditions that pro-
duced less NOx also produced less PM. This is highly advanta-
geous because low particulate emissions and low NOx emissions
are desired and leaner engine operation appears to be a promising
strategy for reducing both.

Nomenclature
ALPM � actual liters per minute

bkW � brake kilowatt
CO � carbon monoxide

COV � coefficient of variance �standard deviation
/average�

CSU � Colorado State University
D � diameter
kJ � kilojoule

kPa � kilopascal
kW � kilowatt

m � meter
nm � nanometer
ng � nanogram

NOx � nitric oxide and nitrogen dioxide
O2 � oxygen
Q � flow rate

rpm � rotations per minute
SI � spark ignition
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A Comparison Between
Combustion Phase Indicators for
Optimal Spark Timing
The closed-loop control of internal combustion engine spark timing may be accomplished
by means of a combustion phase indicator, i.e., a parameter, derived from in-cylinder
pressure analysis, whose variation is mainly referable to combustion phase shift and
assumes a fixed reference value under optimal spark timing operation. The aim of the
present work is a comparison between different combustion phase indicators, focusing on
the performance attainable by a feedback spark timing control, which uses the indicator
as pilot variable. An extensive experimental investigation has been carried out, verifying
the relationship between indicators’ optimal values and the main engine running param-
eters: engine speed, load, and mixture strength. Moreover, assessment on the effect of the
most common pressure measurement problems (which are mainly related to pressure
referencing, sampling resolution, top dead center determination, and cycle-by-cycle
variations) on the indicators’ values and on the performance attainable by the spark
timing control is included. The results of the comparison point out two indicators as the
most suitable: the location of pressure peak and the location of maximum heat release
rate. The latter, not available in literature, has been introduced by the author as an
alternative to the 50% of mass fraction burned. �DOI: 10.1115/1.2939012�

Introduction

Modern spark ignition engines must meet both rising fuel cost
and CO2 reduction policy by increasing as much as possible en-
ergy conversion efficiency; as is known, one of the key parameters
for engine performance is spark advance, which is normally con-
trolled in open loop by means of tables stored in the ECU. These
tables are drawn up during the ECU calibration process, trying to
obtain the maximum output �maximum brake torque, MBT� on
the engine test bed for different speed and load conditions; some
other tables account for spark advance change due to variation in
air and coolant temperature, and absolute pressure. The ECU cali-
bration becomes therefore a time consuming phase, which, how-
ever, does not guarantee to obtain always the best performances
for the whole engine life: The stored tables, in fact, cannot con-
sider all the possible operative conditions, and, moreover, optimal
spark timing can also strongly depend on air humidity, engine
wear, and fuel properties �1,2�; for these reasons, a closed-loop
control on spark advance, capable to maximize the engine output
for every engine operative condition, is preferable; it can also be
employed to realize a cost effective calibration process, quickly
reaching the best spark timing value. Many techniques are pro-
posed in literature for spark advance feedback control, and most
of them make use of the in-cylinder pressure history to obtain the
feedback variable. Sometimes, the cylinder pressure is recon-
structed by means of analysis performed on another variable, for
example, engine speed fluctuation or block vibration, but as far as
the spark timing control is concerned, the cylinder pressure analy-
sis remains a fundamental step. The most of these techniques rest
on a single parameter derived from in-cylinder pressure, which
almost assumes a fixed value under MBT timing: Such parameters
are called combustion phase indicators, since their variation is
mainly referable to combustion phase shift. The work here pre-

sented aims at making a comparison between five combustion
phase indicators, to evaluate their qualities and weakness as pilot
variables for MBT spark timing control.

Combustion Phase Indicators
This section gives a general outline of the five combustion

phase indicators here taken into consideration:

�1� location of pressure peak �LPP�
�2� location of maximum pressure rise �LMPR�
�3� location of 50% of mass fraction burned �MFB50�
�4� location of maximum heat release rate �LMHR�
�5� value of relative pressure ratio 10 crank angle degree

ATDC �PRM10�

Location of Pressure Peak (LPP). According to this criterion,
spark advance is set to its best value when the pressure peak is
found to be 14–16 crank angle degrees �CAD� after top dead
center �ATDC�, apart from engine speed and load, and from other
variables. This is one of the most encountered combustion phase
indicators in literature �1,3–7�, and requires pressure sampling at
least for 30 deg ATDC �see Fig. 1�. The set point value is 14–16
crank angle degrees ATDC, and, as for all the other indicators, has
been determined empirically and has not yet been theoretically
explained.

Location of Maximum Pressure Rise (LMPR). Cook et al. in
1947 �8� showed that under optimal spark advance, the maximum
pressure rise occurs about 3 deg ATDC. Rarely encountered in
literature among the combustion phase indicators, its evaluation
requires pressure sampling in the interval �20 deg around top
dead center �TDC�.

Location of 50% of Mass Fraction Burned (MFB50). It is
well known to internal combustion engine researchers that in-
cylinder pressure allows the evaluation of the fuel MFB �9–14�:
This can be accomplished following the procedure proposed by
Rassweiler and Withrow, simple yet reliable, or by means of ther-
modynamic analysis, which instead requires to know wall heat
transfer law. According to this criterion, spark timing is set to the
best value when MFB reaches 50% about 9 deg ATDC �15,16�.
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Compared to LPP and LMPR, this indicator requires a greater
amount of calculus and data to sample: In-cylinder pressure must
be acquired during almost the whole compression and expansion
strokes. Moreover, unlike LPP and LMPR, absolute pressure val-
ues are needed for a correct MFB50 evaluation.

Location of Maximum Heat Release Rate (LMHR). This pa-
rameter has not been found in literature among the combustion
phase indicators; Pipitone and Beccari, who introduced this indi-
cator in a previous work �17�, considered it a valid alternative to
MFB50, since it presents similar features, with a lower sensitivity
to pressure measurement errors. If the MFB is expressed by the
Wiebe function,

MFB = 1 − e−aX�m+1�
�1�

where X represents the fractional combustion angle, and a and m
are constants, the position XMHR at which the MHR rate occurs
can be evaluated setting the second derivative to zero; this gives

XMHR = a−1/�m+1�m1/�m+1��m + 1�−1/�m+1� �2�

Now, setting X=XMHR into Eq. �1�, the MFB at the MHR rate
moment MFBMHR is found as follows:

MFBMHR = 1 − e−m/�m+1� �3�

As can be seen, it exclusively depends on the constant m, which
both literature and experimental results showed to be about 2; this
gives MFBMHR=0.49.

It is so explained the reason why LMHR and MFB50 share
nearly the same values �see Fig. 2�.

The author of the present work introduced the parameter
LMHR for a comparison with MFB50: its evaluation does not
require any extra calculus effort, since MFB is normally obtained
by integration, and it is less prone to errors due to bad pressure

referencing or measurement. Naturally, its set point value should
be near to that of MFB50, i.e., about 9 deg ATDC with optimal
spark timing.

Value of Relative Pressure Ratio 10 Crank Angle Degree
ATDC (PRM10). Also this indicator was proposed �18� as an
alternative to the MFB50; Matekunas et al., in fact, defined it as

PRM10 =
PR�10� − 1

PR�55� − 1
�4�

being PR��� the pressure ratio between the measured fired pres-
sure and the evaluated motored pressure � deg ATDC �generally
PR values stay between 1 and 4, see Fig. 3�.

Under MBT spark timing, the relative pressure ratio PRM10
should assume the value 0.55, quite similar to MFB50, which
should reach its 50% around 9 deg ATDC. The ratio between mea-
sured and motored pressure �the latter calculated using a poly-
tropic law� in effect follows the concept proposed by Rassweiler
and Withrow, i.e., the heat released by combustion is closely re-
lated to the pressure rise besides the compression effect. The ad-
vantage in the use of the PRM10 instead of MFB50 theoretically
relies on the easier calculation and fewer data to sample: four
points should be enough, two taken during compression stroke for
polytropic index evaluation and the other two taken 10 and 55
CAD ATDC. As a matter of fact, measurement noise and signal
referencing �absolute pressure values are needed� may require the
pressure sampling for a great part of the compression stroke to
correctly evaluate the expansion polytropic coefficient �19,20�.
Moreover, since the expansion polytropic index is often different
from the compression one, both of them should be used: This
requires a complete pressure sampling during expansion stroke,
and makes PRM almost equal to MFB. Unlike all the other indi-
cators, PRM10 is a dimensionless number between 0 and 1, and
decreases with a forward shifting of the combustion.

It could be argued that the indicated mean effective pressure
�IMEP� could be the most valid parameter for optimal spark tim-
ing control, since it represents the total amount of energy received
by the piston during a whole cycle. The author compared the
spark timing control achievable using IMEP rather than torque
�which means BMEP� and found great differences, as showed in
Fig. 4 and Table 1. It can be clearly seen that the maximum IMEP
spark advance may be quite different from the MBT spark timing.
This is due to mechanical efficiency, which can vary strongly with
IMEP and has a great influence on the real engine output, that is,
BMEP. Using the experimental data collected for this work, the
performance differences due to IMEP driven spark timing have
been calculated for each operative condition: The maximum dif-
ferences in terms of spark advance and performance loss are re-
ported in Table 1.

Fig. 1 In-cylinder pressure and its derivative, 2500 rpm—IMEP
6 bar „LPP and LMPR are shown…

Fig. 2 MFB and heat release rate, 2500 rpm, 6 bar BMEP
„MFB50 and LMHR are shown…

Fig. 3 PR as function of CAD: the indicator PRM10 is the ratio
between A „PR10… and B „PR55…
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Experimental Investigation
The comparison between the five combustion phase indicators

required the acquisition of pressure cycles with varying spark ad-
vance for different operative conditions, so as to evaluate their
capacity to pilot the spark advance control and to assess any pos-
sible relationship between indicators and the fundamental engine
parameters. The experimental tests have been carried out on an
internal combustion engine test bench using a Renault four cylin-
der in-line 1598 cm3 16 V multipoint spark ignition engine con-
nected to a Schenck eddy current dynamometer managed by
means of a Borghi & Saveri control module DCU2000. The en-
gine was equipped with an AVL GU13Z-24 piezoelectric pressure
transducer, flush mounted in the combustion chamber by means of
its spark plug adaptor ZF42, and a 360 pulse per revolution optical
encoder was used to clock the analog acquisition with a resolution
of 1 crank angle degree. The data were collected through a Na-
tional Instrument 6062 DAQ card, a 12 bit resolution data acqui-
sition board with 500 kHz maximum sampling frequency, using
the LABVIEW software.

As mentioned before, absolute pressure values are necessary for
a correct evaluation of MFB and PRM10 �LMHR, as shown fur-
ther, is almost insensitive to pressure bias errors�; this required the
use of a referencing procedure of the uncooled pressure transducer
signal. The two most suitable referencing techniques are �19,20�
the manifold absolute pressure �MAP� based and the polytropic
index based. The first method assumes that mean in-cylinder pres-
sure around the inlet stroke BDC is equal to manifold absolute
pressure: this requires the use of a MAP sensor, which is com-
monly integrated in modern spark ignition engine management
system. The second method instead forces the compression poly-
tropic index to a fixed value, which should lie between 1.28 and
1.32. In the tests performed, in-cylinder pressure was referenced
by means of the manifold absolute pressure measured by a pi-
ezoresistive sensor; assessment on the influence of the referencing
technique is, however, reported below.

To remove unwanted noise from the pressure signal, a fourth
order Butterworth low-pass filter with zero phase shift �this is an
essential prerequisite� and cutting frequency set to 1 /9 of the sam-
pling frequency was used, while cycle-by-cycle variations, which
strongly affect indicators’ measurement, were overcome comput-
ing an averaged pressure cycle obtained from a matrix of 50 con-
secutive pressure cycles recorded at fixed spark advance, engine

speed, load, and air-to-fuel ratio �A/F�. Spark timing was then
varied around the MBT value by means of a Walbro TDD com-
puter controlled ECU for every engine operative condition. The
tests were performed with engine speed ranging from
1500 rpm to 3500 rpm, while engine loads were kept to about
3 bar and 6 bar BMEP, so as to evaluate load dependences with-
out causing knocking to occur. Moreover, to check for any mix-
ture strength dependence, the engine was fed with different A/F
ratios, setting lambda to 0.88, 0.95, 1.00, 1.05, and 1.10.

The test performed permitted first of all a better understanding
of the efficiency loss due to a bad spark timing management: the
graph in Fig. 5, traced by means of all the experimental data
acquired, shows that a 1% loss can be caused by a spark advance
error of 4 deg, while a 10 deg error can cause up to a 6% loss.
These results can help us to assess the allowable spark advance
error with respect to optimal value: accepting, for example, a
0.2% loss in torque, extrapolation from the lower bound in Fig. 5
shows that spark advance should remain in the range of �1.8 deg
from the optimal value.

The typical result of one complete spark sweep test with con-
stant speed, load, and A/F ratio is represented in Fig. 6: here,
engine torque and combustion phase indicators are plotted against
spark advance. Two immediate simple observations can be drawn:
engine torque exhibits a square-law dependence on spark advance
�a good second order polynomial regression was confirmed by
every test�, while all the indicators change linearly with spark
advance �a narrow linear correlation was found for every opera-
tive conditions�, which is a desirable feature for the pilot variable
of a feedback control. Table 2 resumes both the mean slope and
the mean intercept values found for each indicator, together with
their coefficient of variation �COV� �i.e., ratio between standard
deviation and mean value�. As is shown, MFB50 and LMHR re-
vealed to be more sensitive to spark advance change than LMPR

Fig. 4 BMEP and IMEP as a function of spark advance
3500 rpm, �=0.95

Table 1 Performance loss due to maximum IMEP spark timing

Maximum differences

Spark advance 25 deg
BMEP loss 0.87 bar
BMEP % loss 16.8%

Fig. 5 Percentage efficiency loss due to bad spark advance
setting „1500 to 3500 rpm, 3 bar and 6 bar BMEP…

Fig. 6 Engine torque and combustion phase indicators as a
function of spark timing „1500 rpm, �=1.1…
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and LPP. Naturally, from the point of view of a feedback control,
a higher sensitiveness of the pilot variable to the controlled vari-
able is desirable, so as to obtain a fast response. It is worthwhile
to mention that the linear regression coefficients in Table 2 are
mean values evaluated over all the tests, with a certain dispersion,
as pointed out by the COV. However, even considering every
single test, the above mentioned relation between the slope coef-
ficients remains true. These linear regression coefficients can also
be used to model the indicators’ behavior as function of spark
advance in the feedback controller development. As mentioned
above, the PRM10 is the only indicator that exhibits a positive
slope with respect to spark advance. The spark advance for MBT
�for example, 25 CAD BTDC in Fig. 6� was then assessed to find
the corresponding optimal value for each of the indicators. This
procedure was followed for every operative condition, thus ob-
taining indicators’ mean optimal values and their variation range
�i.e., the difference between the maximum and the minimum value
encountered�: In Table 3, the overall results are resumed together
with those obtained with stoichiometric mixture.

The ideal pilot variable of a feedback spark timing control sys-
tem should depend exclusively on spark advance; for this reason,
the author verified any possible correlation between each indicator
optimal value and the most important running parameters, such as
engine speed, load, and mixture strength. The graphs in Fig. 7
show the measured optimal values for each of the indicators with
varying engine speed, two load conditions, and stoichiometric
mixture: As can be seen, and confirmed by closer examinations,
engine speed has a certain influence on every indicator in the
higher load case, while for the lower load case a clear relationship
with engine speed can be found only for LMPR and PRM10;
the latter, moreover, is the only one that showed a quadratic
dependence.

Assessment on the effect of engine load shows a feeble influ-
ence on the indicators’ optimal values; the indicator, which exhib-
its the highest dependence from engine load, is LMPR, as after all
is pointed out by the graphs of Fig. 7: Here, a sort of separation
occurs between the medium and the low load points. A negligible
influence was found on the other indicators, which can be then
considered independent of engine load.

The data recorded at different A/F permitted also to evaluate the
influence of mixture strength on the combustion phase indicators:
As pointed out by the left graphs in Fig. 8, all of them showed a
certain dependence on A/F at low engine speed and medium load;

as can be seen, in these operative conditions, all the angle based
indicators �LPP, LMPR, MFB50, and LMHR� increase with in-
creasing A/F up to stoichiometric mixture, then start decreasing.
The PRM10, instead, due to its definition �see Eq. �4��, showed a
reverse behavior. At the lower loads or higher engine speed, the
dependence on mixture composition almost disappear, as shown
in the right graphs of Fig. 8. It must be noted, however, that
mixture composition changes have a negligible effect on the indi-
cators’ set point values, as attested by the results in Table 3: In
fact, the variation ranges and the optimal values obtained at stoi-
chiometric mixture do not differ significantly from those obtained
considering also the test performed with different A/F values.
Therefore, mixture strength can be considered to have no impor-
tance for a feedback spark timing control driven by combustion
phase indicators.

Some differences arise from the comparison of the range of
variation of Table 3: LPP values moved in a 3.6 deg wide band,
i.e., remained in the range of �1.8 deg from the mean optimal
value of 14.7; MFB50, LMHR, and LMPR instead were charac-
terized by a wider dispersion around the mean optimal value
�about �2.5 deg�. Such a simple comparison cannot be made with
PRM10, since it is not expressed in degrees. The real effect of the
dispersion range, however, should be evaluated on the basis of the
spark advance errors it induce or rather on the efficiency loss it
can cause. In fact, if spark advance is controlled so as to set the
indicator’s value to its set point while for a particular operative
condition the best combustion phase requires instead to set the
indicator’s value at the edge of the variation range, there will be a
certain spark advance error with respect to optimal condition,
which, in turn, will cause a loss in engine efficiency. To quantify
this maximum combustion efficiency loss, the author calculated
the spark advance errors using the narrow linear correlations
found between each indicator and the spark timing for all the
operative conditions tested, supposing to run the engine with
maximum indicator’s error, while the quadratic correlation be-
tween spark timing and torque permitted to calculate the effi-
ciency loss related to each spark advance error: It was then found
�see Fig. 9� that LMPR could cause a loss of about 5%, with a
spark advance error of more than 8 deg with respect to the MBT
condition. PRM10 resulted to cause a lower maximum efficiency
loss �around 1.5%�, with a spark advance error of 5 deg, while
LPP, MFB50, and LMHR proved the best performances with a
maximum spark advance error of 4 deg and an efficiency loss of
about 1% in the worst condition.

Naturally, the difference between the indicator’s optimal value
and reference value is maximum only in a few cases, while in all
the other cases the indicator’s optimal values lie in between the
variation band; therefore, for each of the operative condition
tested, the efficiency loss due to the spark timing error that a
feedback control would cause when driven by indicators’ set point
values has also been calculated. The results, represented in Fig.
10, show that LMPR would cause the highest spark timing error
�up to 8 deg� with an efficiency loss of 1.1%, while the use of the
other indicators would allow remaining in the range of 3.5 deg
from optimal spark timing, causing a torque loss always under
0.3%.

Table 2 Indicators’ slope and intercept „mean values…

Slope Intercept

Mean
COV
�%� Mean

COV
�%�

LMPR −0.662 21.3 23.14 13.4
LPP −0.725 15.6 35.87 7.5
PRM10 0.0387 21.7 −0.535 26.0
MFB50 −0.905 11.4 34.51 11.3
LMHR −0.920 12.4 35.26 11.2

Table 3 Indicators’, optimal values and dispersion range

LMPR LPP PRM10 MFB50 LMHR

Stoichiometric mixture values
Optimal value 4.1 14.7 0.58 8.0 8.2
Variation range �2.4 �1.7 �0.11 �2.3 �2.3

Global values
Optimal value 4.0 14.7 0.58 7.9 8.2
Variation range �2.6 �1.8 �0.12 �2.5 �2.5
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As regards the LMHR, the results presented up to this point
�Tables 2 and 3, figures from 7–10� revealed that this parameter
can be considered a good combustion phase indicator for MBT
spark timing control, since it is characterized by a set point value,
which is almost independent of engine speed and load, and exhib-
its the same behavior of MFB50 with respect to mixture strength;
moreover, its variation range is equal to those found for MFB50
and LMPR. It has been proposed as an alternative to MFB50 and
proved to have comparable characteristics and performances: The
close resemblance between MFB50 and LMHR is further shown
in Fig. 11: Here, LMHR values are reported against MFB50 for
every operative condition tested.

Measurement Problems and Evaluation Errors
All the five combustion phase indicators here taken into con-

sideration derive from in-cylinder pressure analysis. Therefore,
their evaluation and, hence, the performance attainable by the
spark timing control could present some inaccuracy due to pres-
sure measurement problems, which are mainly related to sensor
performances, pressure referencing, pressure sampling resolution,
TDC determination, and cycle-by-cycle variations. As regards the
pressure sensor, for example, it is well known that the output
signal of a piezoelectric transducer can carry a bias error, due to

thermal sensitivity shift �long term drift� or to deformation
stresses; this may lead to an erroneous evaluation of the indicator
�19,20� and consequently to poor spark timing control.

Obviously, the indicators merely based on the phase of the pres-
sure signal, i.e., LPP and LMPR, are free from this problem; the
other three indicators, instead, revealed a different sensitivity to
pressure bias error: Figure 12�a� shows the highest induced evalu-
ation errors found on LMHR, MFB50, and PRM10; as can be
seen, a bias error on pressure values has a stronger impact on
MFB50 �nearly 2 deg� than on LMHR �less than 0.5�. The effec-
tive comparison between the three indicators must be, however,
made only on the base of the induced spark advance error: Fig.
12�b� shows that PRM10 caused up to 8 deg deviations from op-
timal spark timing, while LMHR maintained the best performance
with spark timing errors lower than 1 deg. Therefore, the use of
PRM10 can seriously damage the control performance, while
LMHR demonstrated to be almost insensitive to pressure bias er-
rors.

When absolute pressure values are needed, a referencing pro-
cedure on sensor signal output is often required. As previously
mentioned, during the tests, the inlet manifold technique was
used, which is mainly recommended when low engine speeds are
investigated. According to this method, in-cylinder pressure, when

(a) (d)

(e)(b)

(c)

Fig. 7 Indicators versus engine speed „stoichiometric mixture, 3 bar and 6 bar BMEP…
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piston is at intake BDC, should equal manifold absolute pressure.
Generally, disturbance on sensor signal compels to use a mean
in-cylinder pressure value computed at least over a 10 deg arc,
which theoretically should have a symmetrical position with re-
spect to the BDC; inertia effects of fluid flow may cause the BDC
pressure to be different from manifold pressure, requiring so the
forward shifting of the referencing arc: The magnitude of this shift
depends naturally on engine speed and intake duct design, and this
fact introduces an uncertainty on the pressure correction proce-
dure. In Fig. 13, the maximum and mean variation in referencing
pressure are represented versus the starting position of the refer-
encing arc: As can be seen, a 20 deg shift of the arc can cause a
7 kPa pressure correction variation. When the engine is used at a
high speed, above all if it is endowed with tuned intake systems,
the polytropic index technique should be preferred, since inertia
effect may change considerably in-cylinder pressure on the first
part of the compression stroke. As an example, Fig. 14 shows, for
each engine speed considered, the maximum difference in pres-
sure correction that occurred using the two techniques on the pres-
sure cycles recorded. It represents an uncertainty in the pressure
acquisition chain that, at relatively high engine speed, can reach
20 kPa, which is anything but negligible, as remarked by the
graphs in Fig. 12.

Considering that none of the two referencing methods can guar-
antee an absolute reliability, the difference in pressure correction
obtained by the two techniques over all the operative conditions
tested and with varying polytropic index was also investigated: As
a result, Fig. 15 shows that this difference reached 26 kPa when
using a polytropic index equal to 1.28, and 19 kPa with 1.33,
which, as can be observed, is the index that best matches with the
MAP based method; these polytropic index values are not exactly
valid for every engine: Hence, the high differences found in pres-
sure referencing may imply remarkable indicators’ evaluation er-
rors �as stated in Fig. 12�; therefore, if a referencing procedure
must be adopted, the use of indicators immune to pressure correc-
tion errors, such as LPP or LMPR, or not much affected, such as
LMHR, should be preferred.

Concerning pressure sampling resolution, it is clear that the
higher it is, the more precise will be the reconstruction of pressure
cycle and consequently the calculation of combustion phase indi-
cators. Actual engines, however, are not equipped with high res-
olution timing devices, such as encoders; usually a ring gear is
employed together with an inductive or Hall effect sensor, which
generates a wave form whose frequency gives the engine speed;
the generated wave forms can also be used to trigger signal ac-
quisition, but its resolution depends on the number of teeth on the

(a) (d)

(e)(b)

(f)(c)

Fig. 8 Indicators versus mixture strength
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(a)

(b)

Fig. 9 „a… Spark advance error and „b… performance loss with
indicators’ value on the edge of the variation range

(a)

(b)

Fig. 10 „a… Spark advance error and „b… performance loss with
optimal spark advance control

Fig. 11 LMHR versus MFB50 „all operative conditions…

(a)

(b)

Fig. 12 „a… Maximum indicators’ evaluation error and „b… maxi-
mum spark advance errors for bad pressure referencing

Fig. 13 Mean and maximum pressure referencing variation
versus start of the referencing arc
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ring gear: Normally these are 60, which means that the wave-
forms’ period is 6 deg and therefore a maximum resolution of
3 deg �the distance between the positive and negative peaks of the
wave form signal� can be achieved with the actual systems. It was
then checked how pressure sampling resolution affects both com-
bustion phase indicators’ evaluation and the attainable spark ad-
vance control. Down sampling the recorded pressure cycles, it
was possible to compare the indicators’ values obtained using dif-
ferent sampling resolutions �from 2 deg to 6 deg� with those ob-
tained with maximum resolution �1 deg�. The results are resumed
in the graphs in Fig. 16: It can be seen that the only indicator that
suffers for a low sampling resolution is LMPR, showing a maxi-
mum evaluation error of 2 deg �which is nearly its variation
range� together with a spark advance error of 5 deg. All the other
indicators proved to well tolerate coarse sampling resolution, with
spark timing errors always within 1 deg.

Another source of error in the evaluation of combustion phase
indicators is represented by inaccurate TDC determination, which
can be avoided only with the use of TDC position sensor �which
guarantees a 0.1 deg precision� or by means of thermodynamic
methods, based on engine motored pressure acquisition and analy-
sis �21–23�, whose accuracy may be lower.

In both cases, the procedure should be applied for every single
engine, which could not be practicable for mass production. The
importance of TDC determination is well known in terms of
IMEP calculation: As can be seen in Fig. 17, the tests performed
revealed an 8% IMEP evaluation error as a consequence of a
wrong TDC determination of just 1 deg. The assessment of the
influence of TDC position error on the combustion phase indica-
tors’ evaluation was carried out altering the phase of the pressure
cycles recorded: The results shown in the left part of Fig. 18 point
out that MFB50 and LMHR undergo an evaluation error higher
than LPP and LMPR, which, obviously, change linearly with the
TDC error.

As concern the induced spark advance error with respect to the
MBT values, LMPR proved again the worst performances �10 deg
error with respect to a 3 deg TDC error�, while MFB50, LMHR,
and LPP shown almost the same lower spark advance deviation
�6–7 deg�; the best result was achieved by PRM10, whose in-
duced spark advance error followed almost linearly the TDC error.

The last, but not the least, trouble in pressure measurement is
related to cycle-by-cycle variations: As is known, in fact, in-
cylinder pressure during the combustion phase is highly variable
from one cycle to the next �see, for example, Fig. 19� due to
differences in start of combustion and flame propagation speed.
This high variability can seriously endanger the stability of a feed-
back spark timing control, as a result of the wide variations in-
duced on the combustion phase indicators’ values; for example,

Fig. 14 Maximum pressure correction difference between
“MAP” and k=1.32 referencing methods

Fig. 15 Pressure correction difference between “MAP” and k
referencing methods for different polytropic indices

(a)

(b)

Fig. 16 „a… Indicators’ maximum evaluation errors and „b…
spark advance maximum errors with varying sampling
resolution

Fig. 17 IMEP evaluation error with wrong TDC reference
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Fig. 20 shows the progress of LPP, PRM10, and MFB50 evaluated
over 250 consecutive cycles with constant engine speed, load,
spark timing, and A/F: As also resumed in Table 4, it can be noted
that all the three indicators move in a wide variation band, whose
amplitude is higher than the characteristic dispersion range of
Table 3, thus obtaining a relative variation of 2.7 for PRM10 and

approximately 3.6 for LPP and MFB50. Quite similar results can
be obtained by the other two indicators, LMPR and LMHR.

This wide oscillation range could drive the spark timing control
system �whose task is to keep indicator value to its set point� to
strong, and maybe dangerous, spark advance oscillation, which
can be easily evaluated using the slope coefficient of Table 2, as
resumed in Table 4. To avoid spark advance oscillations as high as
20 deg ��10.1�, it is safer to evaluate indicators on the base of a
mean pressure cycle, computed over a certain number of pressure
cycles, sufficient for a stable estimation of indicators’ value. Natu-
rally, this number of engine cycles must be as low as possible,
since a high value would slow down the spark timing controller,
which instead must preserve a fast response so as to follow the
transient operations, which characterize the application of internal
combustion engine to vehicle propulsion.

The number of engine cycles for the calculation of the mean
pressure cycle can be established once the allowable indicators’
fluctuation has been fixed, and this, in turn, depends on the maxi-
mum allowable spark advance oscillation around the MBT value;
if a mean 0.2% efficiency loss is tolerated, the lower bound of Fig.
5 gives a maximum spark advance oscillation within the range of
�1.8 deg; by means of the slope coefficient in Table 2, the allow-
able indicators’ range of oscillation have been calculated �see
Table 5�.

For the assessment of the minimum number of pressure cycles
for a stable evaluation of the indicators’ value, pressure matrices
of 250 consecutive cycles have been recorded with engine speeds
of 1800 rpm, 2500 rpm, and 3200 rpm, and two different loads:
�4 bar and 8 bar IMEPs; moreover, to test highly unstable opera-
tive conditions, a lean mixture ��=1.1� was adopted, together
with a retarded spark advance �MBT-10�, thus running the engine
with IMEP COV ranging from 1% to 5%.

For each of the operative conditions tested, the minimum num-
ber of engine cycles, which bring each indicator’s range of oscil-
lation under the respective limits fixed in Table 5, has been cal-
culated: As an example, Fig. 21 shows the range of variations of
LMHR, LPP, and PRM10 with respect to the number of engine
cycles used for the mean pressure cycle calculation; the broken
lines represent the limits of Table 5. As can be seen, in this op-
erative condition, all three of the indicators cross their limit line
within less than 25 engine cycles. The overall results, shown in
Fig. 22, revealed that the evaluation of the indicators rarely re-
quires more than 25 engine cycles; LMPR presented the highest
instability, while PRM10 proved to be the most stable of the in-
dicators; moreover, once again, LMHR performed quite similar to
MFB50. The mean values of these results are summarized in
Table 6. However, it must be pointed out that the results of Fig. 22
and Table 6 closely depend on the limits in Table 5, and hence on
the allowable spark timing variation.

(a)

(b)

Fig. 18 „a… Indicators’ maximum evaluation errors and „b…
spark advance maximum deviation from MBT value as a func-
tion of TDC error

Fig. 19 In-cylinder pressure cycle-by-cycle variation: 50 con-
secutive cycles with constant speed, load, A/F and spark timing

Fig. 20 Indicators cycle-by-cycle variation „3500 rpm 4.8 bar
IMEP, MBT SA, �=1…

Table 4 Indicators and consequent SA variation

LPP PRM10 MFB50

Variation range �6.8 �0.33 �9.2
Rel. variation 3.7 2.7 3.6
SA variation �9.4 �8.4 �10.1

Table 5 Allowable indicators, range of variation for a maxi-
mum spark timing error of 1.8 deg from MBT value „0.2% effi-
ciency loss…

LMPR LPP PRM10 MFB50 LMHR

�1.19 �1.31 �0.070 �1.63 �1.66
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Conclusions
An experimental investigation has been carried out to compare

five combustion phase indicators derived from in-cylinder pres-
sure analysis �LMPR, LPP, PRM10, MFB50, and LMHR� as pilot
variables for optimal spark timing. One of the indicators �LMHR�
was introduced by the author as an alternative to the MFB50,
since less prone to pressure measurement error.

The dependence of the indicators’ optimal values on the princi-
pal engine working parameters has been assessed: LMPR and
PRM10 proved to be influenced by engine speed apart from load,
while the other indicators manifested a relationship with engine

speed only for the higher loads. A deeper assessment on the effect
of engine speed should be carried on for the application to high
speed engine �series production motorcycle engine can reach
12,000 rpm�. LMPR was also found to manifest a certain depen-
dence on engine load, while the other indicators proved to be
almost insensitive; mixture strength instead was found to influ-
ence all the indicators at low engine speed and high loads, even if
this influence is of scarce importance, when compared to each
indicator’s characteristic variation range, i.e., the difference be-
tween the maximum and the minimum optimal values. The com-
parison of these variation ranges revealed the first significant dif-
ferences among the indicators: It was found, in fact, that the use of
LMPR as a pilot variable for best spark timing can cause remark-
able engine efficiency losses, while the best performances were
obtained by LPP, MFB50, and LMHR. Since all the five combus-
tion phase indicators taken into consideration derive from in-
cylinder pressure analysis, the comparison included the indicators’
evaluation errors, and the induced spark advance deviation from
optimum, due to the most common problems in combustion cham-
ber pressure measurement: pressure referencing, sampling reso-
lution, TDC determination, and cycle-by-cycle variations. All
these problems may induce errors on the evaluation of indicators’
values, whose sum may seriously prejudice the spark timing con-
trol performances: Hence, the indicator to be used must be care-
fully chosen.

Pressure referencing error was found to affect the control at-
tainable by the use of PRM10 or MFB50, while LMHR revealed
to have a negligible sensitivity; LPP and LMPR instead, being
based on the phase only of the pressure signal, are immune to
pressure bias error. LMPR was also found to be both the only
indicator to suffer for low pressure sampling resolution, and the
most sensible to wrong TDC determination; in this case, LPP,
LMHR, and MFB50 performed almost equally producing non-
negligible deviation from optimal spark advance, while PRM10
obtained the best results, causing low spark advance errors.

Internal combustion engine cycle-by-cycle variations induce
wide fluctuations on indicators’ value, which, in turn, can cause a
high instability in the spark timing control; it is then necessary to
evaluate the indicators on the base of a mean pressure cycle. All
the indicators revealed to require less than 20 engine cycles for a
stable measure, being LPP and PRM10 faster than LMPR,
MFB50, and LMHR.

The overall results of the comparison, which are also summa-
rized in Table 7, point out that among the combustion phase indi-
cators, the most suitable for MBT spark timing control is the LPP,
which not only is fast and easy to calculate, but also resulted
scarcely influenced by common pressure measurement errors.

If an indicator related to MFB is preferred, then LMHR should
be used. The comparative tests demonstrated, in fact, that LMHR
can be considered a good combustion phase indicator for MBT
spark timing control, since it is characterized by a set point value,
which is almost independent of engine speed and load, and exhib-
its the same behavior of MFB50 with respect to mixture strength;
moreover, its variation range is equal to those found for MFB50

Fig. 21 Indicators’ range of variation versus number of engine
cycles for the mean pressure cycle calculation „3200 rpm,
3.78 bar IMEP, COV IMEP 4.9%…

Fig. 22 Minimum number of engine cycles for stable indica-
tors’ evaluation as a function of IMEP COV

Table 6 Mean value of the minimum number of engine cycles
for stable indicator evaluation

LMPR LPP PRM10 MFB50 LMHR

15 11 9 14 14

Table 7 Performance comparison between indicators „�� very good, � good, � bad, and ��
very bad…

LMPR LPP PRM10 MFB50 LMHR

Calculus and sampling effort � �� � � �
Engine speed dependence � � � � �
Engine load dependence � �� �� �� ��
Mixture strength dependence � � � � �
Efficiency loss related to variation range �� � � � �
Sensitivity to bias �or referencing� errors �� �� �� � �
Sensitivity to pressure sampling resolution �� � � � �
Sensitivity to wrong TDC determination �� � � � �
Sensitivity to cycle-by-cycle variation � �� �� � �
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and LMPR, allowing a high efficiency spark timing control. It
represents a valid alternative above all for its lower sensitivity to
pressure bias or referencing errors, which make unnecessary the
pressure measurement accuracy required by MFB50 and PRM10,
thus allowing us to use cost effective pressure transducers. The
cost of pressure transducers is at present the only drawback in the
onboard use of combustion phase indicators; their use can be
overcome if in-cylinder pressure is obtained by means of analysis
performed on other quantities, such as ionization current, engine
block vibration, or engine speed, whose measure is neither prob-
lematic nor expensive.
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Nomenclature
� � air excess index= �A /F� / �A /F�stoichiometric

A/F � air to fuel ration
ATDC � after top dead center

BDC � bottom dead center
BMEP � brake mean effective pressure
BTDC � before top dead center

CA � crank angle
CAD � crank angle degree
COV � coefficient of variation ��standard deviation/

mean value�
ECU � electronic control unit

IMEP � indicated mean effective pressure
LMHR � location of maximum heat release rate
LMPR � location of maximum pressure rise

LPP � location of pressure peak
MAP � manifold absolute pressure
MBT � maximum brake torque
MFB � mass fraction burnt

MFB50 � location of 50% of mass fraction burnt
MHR � maximum heat release rate

PR � pressure ratio
PRM � pressure ratio management

PRM10 � pressure ratio management value 10 crank
angle degrees ATDC

SA � spark advance
TDC � top dead center
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Results From an Engine Cycle
Simulation of Compression Ratio
and Expansion Ratio Effects on
Engine Performance
This investigation quantified the effects of compression ratio (CR) and expansion ratio
(ER) on performance, efficiency, and second law parameters for an automotive, spark-
ignition engine. The well known increase in engine performance for increasing CR and
ER is demonstrated. These increases for brake engine performance are modest for CRs
greater than about 10 for the conditions studied. The results demonstrated that the in-
creasing friction and heat losses for the higher CRs are of the same order as the ther-
modynamic gains. Also, the results included the destruction of availability during com-
bustion. For a part load condition, the availability destroyed decreased from about 23%
to 21% for CRs of 4 and 10, respectively. In addition, this study examined cases with
greater ERs than CRs. The overall cycle for these cases is often called an “Atkinson”
cycle. For most cases, the thermal efficiency first increased as ER increased, attained a
maximum efficiency, and then decreased. The decrease in efficiency after the maximum
value was due to the increased heat losses, increased friction, and ineffective exhaust
processes (due to the reduced cylinder pressure at the time of exhaust valve opening). For
part load cases, the higher ER provided only modest gains due to the increased pumping
losses associated with the constant load requirement. For the wide open throttle cases,
however, the higher ERs provided significant gains. For example, for a compression ratio
of 10, expansion ratios of 10 and 30 provided brake thermal efficiencies of about 34%
and 43%, respectively. Although the net thermodynamic gains are significant, large ERs
such as 30 may not be practical in most applications. �DOI: 10.1115/1.2939013�

Introduction

The importance of compression ratio �CR� and expansion ratio
�ER� for conventional, reciprocating, internal combustion engines
has been recognized from the very beginning of engine develop-
ment. A large literature exists for both experimental and analytical
results as functions of CR and, to a lesser extent, of ER. Increases
of the CR and ER are known to increase the thermodynamic ad-
vantages, but these gains are often limited by knock. The current
work is a detailed study of the effects of CR and ER on engine
performance from both a first law and second law perspective.

An important feature of the current work is to examine the
effects of the ER independent of the CR. This arrangement will be
described in more detail below, but, in general, this is often called
an Atkinson cycle. The actual mechanism will not be the focus,
but rather, the benefits of such arrangements from a thermody-
namic viewpoint. A wide range of conditions will be examined
including part load and full load operations.

The following sections of this paper will include a brief review
of previous work, a description of the cycle simulation, a descrip-
tion of the engine and operating conditions, and a presentation of
the results. The results will be divided into three sections: �1� CR
effects, �2� ER effects for part throttle, and �3� ER effects for wide
open throttle �WOT�. Finally, the paper will end with a summary
and conclusions.

Brief Review of Previous Research
Investigations of engine performance as a function of CR has a

long history. An early, classical paper by Caris and Nelson �1� is
often cited with respect to the importance of CR for spark-ignited
engines. By using special fuels and fuel additives, spark knocking
was avoided even for the highest CRs tested. They demonstrated
maximum performance for a specific CR, and for greater CRs the
performance remained constant or decreased slightly. Another
useful reference is the work by Muranaka et al. �2�. They reported
experimental results and provided explanations for the improve-
ment in performance for increases in CR. They found that the
items that limit the improvement of thermal efficiency as CR in-
creases were increased heat transfer and incomplete or slow burn-
ing. They stated that the effect of CR changes on combustion
duration was minor.

For a conventional, four-stroke cycle, spark-ignited engine, the
compression and expansion strokes are equal. The gases at the end
of a conventional expansion proccess, however, possess the po-
tential to produce more work if allowed to expand to a greater
volume. By the use of special linkages, the ER could be greater
than the CR, and thereby, provide the potential for greater overall
thermodynamic gains. This concept, originally patented �3� in the
mid-1880s by James Atkinson, a British engineer, is known as the
Atkinson cycle or �in a generic sense� an overexpanded cycle.

Another concept that is closely related is often called the Miller
cycle �4�, and involves using either early or late intake valve
closing to reduce the effective CR relative to the ER. This concept
has been relatively successful and exists in a number of commer-
cial engines �e.g., Ref. �5��. Although the Atkinson and Miller
cycles are related, they possess unique features. For example, the
Miller cycle with late intake valve closing will move gases into
the intake system during the initial period of the compression
stroke. Also, some studies have shown that certain timings of the
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intake valve closing cause poor combustion �6�. The Atkinson
cycle, on the other hand, can independently optimize valve events.
The Atkinson cycle, however, will require a more complex
mechanism and incur additional frictional losses.

Previous studies of the Atkinson and Miller cycles are numer-
ous �e.g., Refs. �7–10��. Most of these studies are based on the
Miller cycle; only a few are based on mechanical features, which
provide a longer expansion stroke relative to the compression
stroke �e.g., Ref. �11��.

Engine Cycle Simulation Description
The cycle simulation used in this work has been described in

detail elsewhere �12–14�. This simulation is largely based on ther-
modynamic formulations and is a complete representation of the
four-stroke cycle including the intake, compression, combustion,
expansion, and exhaust processes. The simulation uses detailed
thermodynamic gas properties including equilibrium composition
for the burned gases. The cylinder heat transfer is adopted from
the correlation by Woschni �15�, and the combustion process is
based on a mass fraction burn relation from Wiebe �16�. The ma-
jor assumptions and approximations used in the development are
listed elsewhere �14�. Although no experimental data are cited in
the current paper, previous work �17,18� has demonstrated the
success of these types of simulations for duplicating experimental
results.

Energy Equations. As a result of the thermodynamic analysis,
governing differential equations are obtained for the gas tempera-
tures, the cylinder pressure, the volumes, and the masses. The
instantaneous cylinder conditions �temperatures, pressure, vol-
umes, masses, and thermodynamic properties� as a function of
crank angle are obtained by the simultaneous numerical integra-
tion of the various differential equations.

The required input information, and the boundary conditions
for the inlet �temperature and pressure� and for the exhaust �pres-
sure� are specified. To begin a particular engine cycle calculation,
several parameters are not known. The initial amount of exhaust
gases �residual�, and the initial cylinder gas temperature and pres-
sure must be assumed. The complete calculation is repeated until
the final values agree with the initial values. Depending on the
initial values and the specified tolerance, this procedure usually
finds convergence within about three complete cycles.

The engine friction includes the mechanical friction and the
pumping friction. The mechanical friction, in turn, includes the
rubbing friction �such as from the crank, pistons, and valve train�
and the work associated with the auxiliaries �such as oil and water
pump, and alternator�. Algorithms for each of these items were
published by Sandoval and Heywood �19�, and these are used here
exactly as presented.

Availability Parameters. The available energy �or exergy� of
the fuel and the cylinder gases is described by a number of pa-
rameters. Full details are available elsewhere �13,14�. Once the
thermodynamic properties are known for a given set of conditions,
the determination of availability is fairly straightforward. Avail-
ability is not a conserved property, and hence, may be destroyed
by irreversibilities such as heat transfer through a finite tempera-
ture difference, combustion, friction, or mixing processes. The
irreversibilities are determined via availability balances for each
process �13,14�.

Engine and Operating Conditions
The selected engine for this study was an automotive, V-8 con-

figuration with a bore and stroke of 101.6 mm and 88.4 mm, re-
spectively. This engine has been used in a series of previous stud-
ies �e.g., Refs. �12–14,17��. Table 1 lists the engine specifications
as used in the present work. For the Wiebe combustion param-
eters, the following values were used as recommended by Hey-
wood �18�: m=2.0 and a=5.0.

Results and Discussion
This study was divided into two major parts: �1� a study of the

effects of CR �with an equal ER� and �2� a study of the effects of
the ER �where the CR was smaller and constant�.

Study Constraints. The following results are based on a set of
assumptions and approximations, which did not consider all fea-
tures. For example, combustion stability, cycle-to-cycle variations,
or other combustion issues are not included. In addition, knock,
preignition, or other abnormal combustion phenomena are not
considered. In addition, mechanical friction was based on conven-
tional engines �further comments on friction are described below�.
Due to these assumptions and approximations, some of the fol-
lowing results may be optimistic. The following results are for an
engine speed of 1400 rpm, an equivalence ratio of 1.0, and MBT
�maximum brake torque� timing.

Compression Ratio. Figure 1 shows the indicated thermal ef-
ficiencies as functions of compression ratio for ideal “Otto” cycles
and for two simulation cases �part load and WOT�. The ideal Otto
cycle efficiency results are based on the simple relation:

� = 1 − r�1−k� �1�

where r is the compression ratio and k is the ratio of specific
heats. The ratio of the specific heats, k, was selected to be either
1.4 �cold� or 1.3 �hot�. These values span the typical range ex-
pected for most operating conditions. Recall that the ideal Otto
cycle efficiency is derived for adiabatic processes with instanta-
neous heat addition at TDC, with no mechanical or fluid friction,
and no flows. The other two curves in this figure represent the net
indicated thermal efficiencies from the simulation for the part load
�bmep=325 kPa� and WOT cases. In general, the thermal effi-
ciency increases with increases of CR. The greatest increases are
for the initial CR increases up to about 10. The thermal efficiency
continues to increase for further increases in CR, but the gains are
less and less. Relative to the simulation results, the ideal results
are roughly 50% too high. A major part of the difference between
the ideal and simulation results is the assumption of adiabatic
processes for the ideal calculations. In addition, the lack of flow
processes, the instantaneous heat addition, and the constant prop-
erty assumption contribute to the overprediction of thermal
efficiency.

The relative importance of cylinder heat transfer is examined
next. The cylinder heat transfer is related to the surface area
�Asurf�, the heat transfer coefficient �hheat�, and the temperature
difference between the gas and the cylinder walls ��T�

Table 1 Engine specifications

Item Value

No. of cylinders 8
Bore �mm� 101.6
Stroke �mm� 88.4
Crank rad/Con rod ratio 0.305
Compression ratio various
Inlet valves:

Diameter �mm� 50.8
Max lift �mm� 10.0
Opens �°CA aTDC� 357
Closes �°CA aTDC� −136

Exhaust valves:
Diameter �mm� 39.6
Max lift �mm� 10.0
Opens �°CA aTDC� 116
Closes �°CA aTDC� 371

Valve overlap �deg� 14°
Heat transfer multiplier 1.33
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Q̇�Asurfhheat�T �2�
The surface area decreases slightly for increasing CR, and the
temperature difference first increases and then decreases for in-
creasing CRs �but these are modest changes� �14�. The heat trans-
fer coefficient increases with increasing CR. For an increase of
CR from 6 to 20, the peak heat transfer coefficient almost triples
in value. The net result of these items is a slight increase in the
heat transfer as CR increases. As compression ratio increases, the
thermal efficiency and the heat transfer increase, and this results
in a decrease in the net exhaust energy.

Figure 2 shows the distribution of the fuel energy between
work, heat transfer, and exhaust as functions of CR for the part
load case. Brake and indicated work increase as CR increases.
Also shown is the slight increase in friction work due to the in-
crease in CR. The heat transfer fraction increases and the net
exhaust energy fraction decreases as CR increases. Finally, at the
top of the figure, a small amount �0.7%� of the fuel energy is
unburned.

In contrast to Fig. 2, Fig. 3 shows the distribution of the relative
availability as a function of CR for the same part load case. The
following is a description of these results from the bottom to the
top of the figure. Again, the indicated work increases as CR in-
creases, and this is similar to Fig. 2. The next item is the avail-
ability moved with the heat transfer, which increases as CR in-
creases, as described above. The net availability that leaves with
the exhaust gases decreases as CR increases. The availability de-
stroyed during the combustion process only slightly decreases as
CR increases �this is examined more fully below�. The availability
destroyed as the incoming fuel-air mixture mixes with the residual
gases decreases as CR increases. This is largely a result of the
high residual fractions associated with the lower CR cases. Fi-
nally, at the top is the availability associated with the unburned
fuel.

Figure 4 shows the availability destroyed during the combus-
tion process as functions of CR for the part load and WOT cases.
The availability destroyed decreases from about 23% to about

21% for the part load case as the compression ratio increases from
4 to 10. For increases of CR from 10 to 20, the availability de-
stroyed is nearly constant. The WOT case results in slightly less
availability destroyed for the higher CRs. The results in Fig. 4 are
largely a result of temperature and pressure changes. The average
gas temperature during the combustion process increases for CR
increases from 2 to 8 �14�. This is, at least, a part of the reason for
the decrease in the availability destruction for this range of CR.

Fig. 1 Indicated thermal efficiencies as functions of CR for
two ideal “Otto” cycles, for a part load „bmep=325 kPa… case
and for a WOT case

Fig. 2 Relative energy values as functions of CR for the part
load case

Fig. 3 Relative availability values as functions of CR for the
part load case
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For the CR range of 8–20, the temperature decrease is offset by
the pressure increases, such that the destruction of availability
decreases slightly.

These results were for CRs up to 20. Higher CRs were briefly
examined. The trends were maintained for a CR of 40, and no
particular advantage was observed. The trend to lower combustion
temperatures continued. For example, for a CR of 40 for the part
load case, the average gas temperature during combustion was
1550 K, and the availability destroyed during the combustion pro-
cess was 21.4%.

Expansion Ratio: Part Load. In the above, a conventional
engine was examined, which had the same CR and ER. Since the
ER is expected to be more important than the CR in terms of
thermodynamic work production, an Atkinson cycle was exam-
ined next. To study the Atkinson cycle, a number of approaches
may be considered. The current study has adopted the following
set of assumptions and approximations.

• The piston motion will be assumed to be approximated by
two superimposed motions based on the classic “slider-
crank” mechanism.

• The clearance volume will be based on the CR and the
stroke dimension �Scomp� of the standard engine.

• By selecting an ER and using the clearance volume from
above, the expansion stroke �Sexp� can be determined.

• The transition between the compression and expansion
strokes will be at 0.0°CA �TDC during combustion� and
360°aTDC.

• The engine mechanical friction will be based on the stan-
dard engine using the CR. The slight increase of friction due
to the longer expansion stroke will be neglected. �The effect
of other friction assumptions are considered at the end of the
results section.�

• The engine performance parameters �such as bmep� will be
based on the standard engine configuration using the com-
pression stroke to determine the displaced volume.

• As mentioned above, items such as knock, preignition,

roughness, and cyclic variability are ignored for this pre-
liminary study.

First, some of the required variables will be defined. The CR
follows the normal definition:

CR =
Vcomp

Vcl
�3�

where Vcomp is the total cylinder volume based on the compression
stroke length �Scomp� and Vcl is the clearance volume. The ER is

ER =
Vexp

Vcl
�4�

where Vexp is the total cylinder volume based on the expansion
stroke length �Sexp�. The “displaced” volumes are

Vdisp,compression =
�B2

4
Scomp �5�

Vdisp,expansion =
�B2

4
Sexpansion �6�

The first example of results for the Atkinson cycle is based on a
CR of 15 and an ER of 20. Figure 5 shows the instantaneous
cylinder volume as a function of crank angle for this configura-
tion, and for reference, also shows the cylinder volume for the
conventional case where the CR and ER are the same �and equal
to 15�. To the right of the figure is a schematic of the cylinder
arrangement with the two stroke dimensions indicated. The cylin-
der volume decreases during the compression stroke from intake
valve close �IVC� to TDC �0.0°CA�, and then increases to a maxi-
mum volume during the expansion stroke from TDC to
180°aTDC. Although two expressions were used for the volume
computation, the transition appears smooth on this scale.

Figure 6 shows the computed brake thermal efficiency as func-
tions of ER for three CR �6, 10, and 15� for the base case part load
engine conditions. For these computations, the bmep was constant
�=325 kPa�—so as the brake efficiency increased, the inlet pres-
sure was reduced. For each CR case, as the expansion ratio in-
creases, the thermal efficiency first increases, reaches a maximum,
and then decreases. The ER for the highest efficiency appears to
be equal to about the CR plus three. The use of this ER provides
a thermal efficiency increase of about 1% �e.g., from 24% to
25%�. These results are examined more fully in the following.

First, the case with a CR of 15 and an ER of 20 will be exam-
ined. This case represents the highest efficiencies of the cases
examined. The longer expansion stroke results in a maximum cyl-
inder volume of about 0.973 dm3, while the conventional case has
a maximum cylinder volume of 0.717 dm3. The inlet pressure is
slightly lower for the overexpanded case, and this results in gen-
erally lower pressures throughout most of the cycle. The overex-
panded case has slightly higher temperatures for most of the
cycle.

Figure 7 shows the intake and exhaust flow rates as functions of
crank angles for the two cases. The most significant difference is
the lower flow rates during the blowdown portion of the exhaust
flow for the overexpanded cases. This is because of the greater
expansion, which results in a lower cylinder pressure at the time
of exhaust valve opening �EVO�. This is compensated by the
greater flow rates during the exhaust displacement phase of the
exhaust process. The effect of the exhaust valve open time is
examined below.

The next item to discuss is the results in Fig. 6, which indicated
that for each CR a specific ER provided the maximum efficiency.
This will be examined for the case with a CR of 6.0. The relative
heat transfer increases as the ER increases, largely due to the
increase of surface area as the ER increases. The relative energy
leaving in the exhaust first decreases, and then increases slightly
for the ERs greater than about 12. This is a net result of the energy

Fig. 4 Availability destroyed during the combustion process
as functions of CR for the part load and WOT cases
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delivered as work and transferred out of the system via heat trans-
fer. For the higher ERs, the work decreases faster as the heat
transfer increases, and this results in a net increase in the exhaust
energy.

The cases, which will be examined in some detail, are for ER of

8 �near maximum efficiency� and 10 �both for a CR of 6�. The
question is why does the thermal efficiency begin to decrease even
as the ER increases from 8 to 10. Due to the longer expansion
stroke, when the exhaust valve opens the cylinder pressure is
lower for the case with the higher ER of 10. One of the most
significant differences is the much lower flow rates during the

Fig. 5 Cylinder volume as a function of crank angle for a CR of 15 and for ERs of 15
„dashed lines… and 20 „solid lines…. Schematic of engine cylinder shown on the right side.

Fig. 6 Brake thermal efficiency as functions of the ER for the
base case for three CRs

Fig. 7 Exhaust and intake flow rates as functions of crank
angle for the base case for a CR of 15 and for ERs of 15
„dashed lines… and 20 „solid lines…
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blowdown portion for the case with an ER of 10. In fact, for ERs
higher than 10, due to the low cylinder pressures, the initial blow-
down is back into the cylinder �rather than out of the cylinder�.
The lack of an effective exhaust blowdown for higher ERs is one
of the reasons that the higher ERs result in decreasing efficiencies.

Since the timing of the EVO may be important, this was exam-
ined as well. For the case with a CR of 6 and an ER of 10, two
EVO timings were examined: an early opening at 96°aTDC and a
late opening at 146°aTDC. The cylinder pressures and thermal
efficiencies were nearly the same for these changes of the EVO.

Finally, the destruction of availability during the combustion
process as a function of ER was examined. For the case with a CR
of 6, the percentage of availability destroyed was nearly constant,
and ranged between 21.74% and 21.79% for ERs between 6 and
14. One of the major reasons for this negligible difference is the
modest changes of the combustion gas temperatures as the expan-
sion ratio increased.

Expansion Ratio: WOT. In addition to the above results for a
part load condition, results were obtained for the use of greater
ERs for the case of WOT. Figure 8 shows the brake thermal effi-
ciency as functions of the ER for three CRs �6, 10, and 15�. For
each CR, the thermal efficiency first increases, reaches a maxi-
mum, and then decreases. The ER for the highest thermal effi-
ciency is about 19, 29, and 44 for the CRs of 6, 10, and 15,
respectively. The use of these ERs resulted in an increase in the
thermal efficiency of about 10%. For example, for a CR of 6, the
brake thermal efficiency increased from about 30% to slightly
over 40% as the ER increases from 6 to about 19. Compared to
the previous part load cases, the WOT cases result in much greater
improvements with greater values of ERs. The following will dis-
cuss some aspects of these results.

Figure 9 shows the log of the cylinder pressure as a function of
the log of the cylinder volume for the WOT case with the highest
brake thermal efficiency �of the cases examined�, which was for a
CR of 15 and an ER of 44 �solid line�. For comparison, the results
for the WOT case for a CR of 15 and an ER of 15 �standard

engine configuration� are included �dashed line�. The pressures
during the compression stroke are the same for both configura-
tions, but the pressures during the expansion are different, and of
course, for the overexpanded configuration, the expansion pro-
ceeds to a much greater volume. The additional area within the
pressure-volume diagram associated with the overexpanded con-
figuration is indicative of the additional work �power� obtained
with the greater expansion. The pressures for the exhaust stroke
are generally higher for the overexpanded configuration, but the
pressures during the intake stroke are nearly the same.

Figure 10 shows the mass flows as functions of crank angle for
the two cases. For the standard configuration, the blowdown por-
tion of the exhaust flow is significant whereas for the overex-
panded case, the blowdown portion is much less significant. For
the overexpanded case, the majority of the exhaust flow occurs
during the displacement portion of the exhaust flow. In addition,
for the overexpanded case, the backflow after the blowdown is
much more significant. For ERs greater than about 44 �not
shown�, the exhaust process is compromised, and when the ex-
haust valve first opens, the flow is back into the cylinder. The
intake flows are nearly the same for both configurations.

For completeness, the availability destroyed due to combustion
was determined for the WOT cases, and was found to increase
slightly �from about 20.2% to 21.0%� as the ER increases from 15
to 55 for a CR of 15. This slight increase is due to the lower
combustion temperatures associated with the higher expansion
cases. Since the work output increases for the higher ERs, the gas
temperatures decrease, which is a major cause of availability de-
struction during the combustion process �13,14�.

One final consideration was the mechanical friction. For an
overexpanded configuration, the mechanical friction would be ex-
pected to be higher due to the additional mechanism and the
longer stroke. This can not be quantified without some knowledge
of the specific design and experimental information. To explore
this issue, some estimates were completed. By assuming that the
friction was due to an engine configuration possessing the ER for
both the compression and expansion strokes �a higher estimate for
the friction component�, the maximum thermal efficiency de-
creased by about 2% �i.e., from 45% to 43%�. In addition, the

Fig. 8 Brake thermal efficiency as a function of ER for CRs of
6, 10, and 15 for an engine speed of 1400 rpm and an inlet
manifold pressure of 95 kPa „WOT…

Fig. 9 Log of cylinder pressure as a function of log of cylinder
volume for a CR of 15 and ERs of 15 and 44 for an engine speed
of 1400 rpm and an inlet manifold pressure of 95 kPa „WOT…
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optimum ER for the higher friction case decreased. Again, a more
detailed consideration of friction would be needed for a particular
mechanism.

Summary and Conclusions
This paper has presented results for the effects of CR and ER

on performance, efficiency, and second law parameters for an au-
tomotive, spark-ignition engine. The cases with greater ERs than
CRs are often called Atkinson cycles. For these cases, the ER was
assumed independent of the CR. The results of this study may be
summarized as follows.

• Indicated and brake performance increase for increases in
CR. These gains are most significant up to a CR of about 10.

• For the highest CRs ��10�, gains of brake performance and
efficiency with further CR increases are modest for the con-
ditions studied. The results demonstrated that the increasing
friction and heat losses for the higher CRs are of the same
order as the thermodynamic gains.

• For the part load condition, the availability destroyed due to
the combustion process decreased from about 23% for a CR
of 4 to about 21% for a CR of 10.

• The study included ERs up to four times the CR. For most
cases, the thermal efficiency first increased as ER increased,
then attained a maximum efficiency, and then decreased.
The decrease in efficiency after the maximum value was
shown to be due to increased heat losses, increased friction,
and ineffective exhaust processes �due to the reduced cylin-
der pressure at the time of EVO�.

• For the part load cases, the higher expansion ratio provided
only modest gains due to increased pumping losses associ-
ated with the constant load requirement.

• For the WOT cases, however, the higher ERs provided sig-
nificant gains. For example, for a CR of 10, ERs of 10 and
30 provided brake thermal efficiencies of about 34% and
43%, respectively. Although the net thermodynamic gains
are significant, large ERs such as 30 may not be practical for
most applications.

• For the WOT cases, for a CR of 15, the availability de-
stroyed due to the combustion process increased slightly
from about 20.2% to 21.0% as the ER increased from 15 to
55.
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A numerical study was carried out to understand the effect of CO
enrichment on flame temperature and NO formation in counter-
flow CH4/air diffusion flames. The results indicate that when CO
is added to the fuel, both flame temperature and NO formation
rate are changed due to the variations in adiabatic flame tempera-
ture, fuel Lewis number, and chemical reaction. At a low strain
rate, the addition of carbon monoxide causes a monotonic de-
crease in flame temperature and peak NO concentration. How-
ever, NO emission index first slightly increases, and then de-
creases. At a moderate strain rate, the addition of CO has
negligible effect on flame temperature and leads to a slight in-
crease in both peak NO concentration and NO emission index,
until the fraction of carbon monoxide reaches about 0.7. Then,
with a further increase in the fraction of added carbon monoxide,
all three quantities quickly decrease. At a high strain rate, the
addition of carbon monoxide causes increase in flame temperature
and NO formation rate, until a critical carbon monoxide fraction
is reached. After the critical fraction, the further addition of car-
bon monoxide leads to decrease in both flame temperature and
NO formation rate. �DOI: 10.1115/1.2906222�

Keywords: diffusion flame, NOx, fuel enrichment, carbon monox-
ide

1 Introduction
Fuel enrichment is a promising concept for reducing fuel con-

sumption and pollutant emission from combustion systems. Usu-
ally, hydrogen is selected as the additive for fuel enrichment com-
bustion. Many studies have been conducted for some fundamental
concepts of fuel enrichment combustion �1–4�.

However, not enough attention has been paid to the effect of
fuel enrichment on NOx formation in diffusion flames. Naha and
Aggarwal �5� investigated the effect of hydrogen addition on NOx
formation in strained nonpremixed methane and n-heptane flames
at a fixed strain rate �100 s−1�. It was found that the addition of
hydrogen has a minor effect on NOx formation in methane �CH4�
flames and reduces the formation of NOx in n-heptane flames. Our
previous study �6� on the effect of hydrogen enrichment on NO

formation in CH4/air diffusion flames at various strain rates
showed that the addition of a small amount of hydrogen has neg-
ligible effect on NO formation at low to moderate strain rates, but
significantly increases NO formation at a high strain rate.

Although hydrogen has been shown to be an effective additive
for fuel enrichment technology, it is only an energy carrier. It has
to be generated from other fuels or water. A widely used method
to obtain hydrogen is reforming hydrocarbon fuels. However, the
reformate gas contains not only hydrogen but also carbon monox-
ide �CO� and some other minor components. If CO and other
components contained in reformate gas do not have any negative
side effects, or even helps in terms of improving combustion ef-
ficiency and reducing pollutant emission, we can directly use re-
formate gas as the additive in fuel enrichment combustion tech-
nology. Therefore, it is of interest to understand the effect of CO
enrichment on combustion performance and pollutant emission.

In this paper, a detailed numerical study on the effect of CO
addition on the formation of NO in CH4/air diffusion flames with
various strain rates was conducted. The fraction of CO changed
from 0 to 0.9. The investigated strain rate covered a wide range.

2 Numerical Model
As in our previous investigation �6�, an axisymmetric laminar

counterflow flame configuration was employed, with fuel stream
issuing from one nozzle and air from another. The simulations
assumed the stagnation point flow approximation. The governing
equations can be found elsewhere �7�. The calculations were car-
ried out with a code revised from that of Kee et al. �8�. Upwind
and center difference schemes were, respectively, used for the
convective and diffusion terms in all the governing equations.
Adaptive refinement of meshes was done to obtain grid indepen-
dent results. Radiation heat loss was accounted for by an optically
thin model �1�.

The potential boundary conditions were used for freestream.
The chemical reaction mechanism used is GRI-MECH 3.0 �9�. The
thermal and transport properties were obtained by using the data-
base of GRI-MECH 3.0 and the algorithms given in Refs. �10,11�.
The pressure and the fresh mixture temperature were 1 atm and
298 K, respectively.

3 Results and Discussion
In all the studied flames, the fuel stream consists of CH4 and

CO. The fraction of CO is defined as �CO=VCO / �VCO+VCH4
�,

with VCO and VCH4
being, respectively, the volume flow rates of

CO and CH4. The fraction of CO in this study covers a range from
0.0 to 0.9 for completeness.

3.1 Flame Temperature. Figure 1 shows the variation of
peak flame temperature as the fraction of CO in fuel stream in-
creases at three typical strain rates, a low �a=10 s−1�, a moderate
�a=100 s−1�, and a high �a=300 s−1� one. Since the adiabatic
equilibrium flame temperature �called adiabatic temperature here-
after� of CO is higher than that of CH4 at stoichiometric condi-
tion, it was expected that the addition of CO to CH4 would in-
crease the peak flame temperature. However, the simulation
results in Fig. 1 do not support this. Moreover, it is noted that the
variation trend of peak flame temperature differs when strain rate
is changed.

At a=10 s−1, the addition of CO causes a monotonic decrease
in peak flame temperature. At a=100 s−1 or 300 s−1, the peak
temperature is almost constant or slightly increases and then de-
creases, as �CO increases. These phenomena are due to the com-
bined effects of adiabatic temperature, fuel Lewis number, chemi-
cal reaction, and residence time.

If the Lewis number is defined as the ratio of thermal diffusion
rate to mass diffusion rate, the peak flame temperature of a diffu-
sion flame will be increased or decreased when the Lewis number
is less or greater than unity. The Lewis number of fuel is slightly
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less than unity for pure CH4 diffusion flame. When CO is added,
the fuel becomes a mixture. The Lewis number of CO is slightly
greater than unity, leading to the slightly greater fuel Lewis num-
ber in CO enriched mixture than in pure CH4. The increase in fuel
Lewis number tends to decrease the peak flame temperature,
which is one reason for the decrease in peak flame temperature at
a=10 s−1 when �CO is small. The almost constant and slight in-
crease in maximum flame temperature at a=100 s−1 and 300 s−1

will be explained later.
To confirm the effect of the fuel Lewis number, extra calcula-

tions were carried out at a strain rate of 10 s−1 with the Lewis
numbers artificially set as unity for all species. The maximum
flame temperatures from these extra calculations are also shown in
Fig. 1. It is found that being qualitatively consistent with the
variation trend of adiabatic temperature, the peak flame tempera-
ture slightly increases as �CO is increased from zero to about 0.4.
Therefore, the fuel Lewis number is a key factor causing the
monotonic decrease in peak flame temperature at a low strain rate.
However, with further increasing �CO, similar to normal calcula-
tions, the peak flame temperature also starts to decrease. This is
because the addition of CO causes variation not only in the fuel
Lewis number but also in chemical reactions.

The primary oxidation reaction of CO is OH+CO=H+CO2.
When CO is added to CH4, the rate of this reaction is increased,
and thus more OH is needed. Meanwhile, the main chain branch-
ing reaction H+O2=OH+O is also intensified because more H is
formed by the previous one. The net variations of radical OH and
combustion intensity depend on the balance between the two re-
actions when CO is added. At a=10 s−1, when �CO becomes big-
ger, chemical effect causes the flame temperature to decrease,
since a large amount of OH is needed to complete the reaction
OH+CO=H+CO2, which results in the reduction in OH concen-
tration and combustion intensity.

With strain rate being increased to a moderate or high value,
when a small amount of CO is added, the maximum flame tem-
perature does not change �at a=100 s−1� or slightly increases �at
a=300 s−1�. It is because the residence time in these flames is not
long enough to complete the combustion of CH4. With the addi-
tion of a small amount of CO to CH4, the combustion intensity is
enhanced due to the reactions OH+CO=H+CO2 and H+O2
=OH+O. This enhancement of combustion intensity does not
happen at a low strain rate, since the residence time is long
enough to complete the combustion of CH4. However, when �CO
is increased to a larger value, the flame temperature also starts to
decrease, owing to the consumption of OH by the reaction OH
+CO=H+CO2. This is similar to what is observed in flames of
low strain rate.

Therefore, the variation of flame temperature is caused by the
combination of the effects of adiabatic temperature, fuel Lewis
number, chemical reaction, and residence time.

3.2 NO Formation. Figures 2 and 3 show the variations of
maximum NO mole fraction and NO emission index, defined as
the ratio of total formed NO to total heat release, as �CO changes.

At a=10 s−1, the maximum NO concentration monotonically
decreases with increasing �CO. However, when the strain rate is
increased to a moderate or high value, the maximum NO concen-
tration first increases and then decreases. Being different, at all
three strain rates, NO emission index varies in a qualitatively
similar way, i.e., first increases to a critical value and then de-
creases, as �CO is increased. However, the increase rate of NO
emission index is smaller at lower strain rates. The critical CO
fraction, at which NO emission index reaches its maximum,
changes at different strain rates. To explain these phenomena, we
first analyze the mechanism of NO formation.

Figure 4 shows the pathway of NO formation for pure CH4
flame at a=10 s−1. The thickness of each line represents the mag-
nitude of the rate and the arrow indicates the direction of the
reaction. The paths with rates less than 1.0�10−8 mole / �cm2 s�
have been neglected. It is observed that most NO is formed by the
reactions HNO �+H,OH�→NO and N�+OH�→NO. Apparently,
the reactions HNO �+H,OH�→NO belong to the prompt route,
since species HNO is from the paths resulting from the reaction of
molecular nitrogen with radical CH. Although the reaction N�
+OH�→NO, which was attributed to the thermal NO formation

Fig. 1 Variation of peak flame temperature Fig. 2 Variation of peak NO mole fraction

Fig. 3 Variation of NO emission index
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route in many references, significantly contributes to NO forma-
tion, it is noted that atomic nitrogen participating in this reaction
comes from the paths N2�+CH�→HCN→NCO→NH→N, N2�
+CH�→HCN→NH→N and N2�+CH�→N. Therefore, the for-
mation of atomic nitrogen is initiated by the reaction of molecular
nitrogen with radical CH, which is the typical prompt route nitro-
gen conversion. Consequently, we conclude that prompt route
dominates the formation of NO in a pure CH4 diffusion flame.

In addition to the formation, NO is also consumed by reactions
with some hydrocarbon radicals, such as CH2, CH3, and HCCO.
The consumption of NO is usually called reburning. Figure 5
displays the distribution of NO formation rate for the pure CH4
flame at a=10 s−1. It is found that NO is formed on the left side of
stagnation plane �near the peak temperature region� and consumed
later when transported to stagnation plane. Although not dis-
played, our results show that other flames have qualitatively simi-
lar phenomenon until the fraction of CO is increased to greater
than about 0.8, i.e., prompt route dominates NO formation in most
of our studied flames.

Now, we can explain the phenomena in Figs. 2 and 3. At a
=10 s−1, the monotonic decrease in peak NO concentration is be-
cause the reduction in flame temperature �as shown in Fig. 1�
reduces the formation rate of NO when CO is added. It should be
pointed out that although prompt route dominates NO formation,
temperature variation still modifies the rates of most reactions.
However, the addition of CO moves the primary reaction zone

toward the stagnation plane, which also leads to the reduction in
the NO reburning rate. When a small amount of CO is added, the
reduction in total NO formation �positive rate in Fig. 5� near the
peak flame region is less than that of the NO reburning �negative
in Fig. 5�, resulting in the slight increase in NO emission index.
With further increasing the fraction of CO, the significant reduc-
tion in NO formation rate results in the decrease in both peak NO
concentration and NO emission index.

When the strain rate is increased to a moderate or high value, a
small amount of CO addition enhances the combustion intensity
of CH4, as mentioned before. This leads to CH radical concentra-
tion increase, as shown in Fig. 6. The increase in CH concentra-
tion and constant �at a=100 s−1� or increase �at a=300 s−1� in
flame temperature cause the rise in both maximum NO concentra-
tion and NO emission index as a small amount of CO is added.
This is the reason that both the maximum NO concentration and
NO emission index increase when a small amount of CO is added.
As noted from Figs. 2, 3, and 6, the rise rate increases with in-
creasing strain rate. It is because the enhancement in combustion
intensity is more significant at a high strain rate. With further
increasing the fraction of added CO, the situation becomes similar
to that at a strain rate of 10 s−1, i.e., both the maximum NO
concentration and NO emission index start to decrease.

Therefore, the addition of CO to CH4 may modify the emission
characteristics of NO. The effect changes at different strain rates.
Overall, we find that the effect of CO addition on NO formation is
minor at low to moderate strain rates. Although the addition of CO
causes relatively significant increase in NO formation at high
strain rate flames, the absolute NO emission level is low for these
flames.

4 Conclusions
A numerical study on the effect of CO enrichment on flame

temperature and NO formation in counterflow CH4/air diffusion
flames has been conducted. The results indicate that the addition
of CO to CH4 modifies both flame temperature and NO emission
due to the variations in adiabatic flame temperature, fuel Lewis
number, and chemical reaction. For a low strain rate flame, the
addition of CO causes a monotonic decrease in flame temperature
and peak NO mole fraction. However, NO emission index first
slightly increases, and then decreases. When the strain rate is in-
creased to a moderate or high value, the addition of a small
amount of CO either does not change peak flame temperature too
much or slightly increases it. Both peak NO concentration and NO
emission index increase when a small amount of CO is added at a
moderate or high strain rate. For all the cases studied, both peak
flame temperature and NO emission rate start to decrease when
additional CO is added.

Fig. 4 NO formation pathway in CH4/air at a strain rate of
10 s−1

Fig. 5 Distribution of NO formation rate

Fig. 6 Variation of peak CH concentration
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The effect of water addition on NO formation in counterflow
CH4/air premixed flames was investigated by numerical simula-
tion. Detailed chemistry and complex thermal and transport prop-
erties were employed. The results show that the addition of water
to a flame suppresses the formation of NO primarily due to flame
temperature drop. Among a lean, a stoichiometric, and a rich
premixed flame, the effectiveness of water addition is most signifi-
cant for the stoichiometric flame and least for the rich flame. The
addition of water also reduces the formation of NO in a flame
because of the chemical effect. Compared to the stoichiometric
flame, the chemical effect is intensified in the lean and rich
flames. �DOI: 10.1115/1.2432890�
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1 Introduction
Li and Williams �1� indicated that the addition of water sup-

presses NOx formation through both the thermal and chemical
effects in two-stage methane/air flames. Zhao et al. �2�, Park et al.
�3�, and Hwang et al. �4� showed that although the concentration
of OH is increased, the formation of NO is decreased, when steam
is added to a diffusion flame. Bhargava et al. �5� illustrated that
the addition of moisture to air stream also brings a significant
reduction in NOx emission in premixed flames. However, only
lean premixed flames were studied, and a perfectly stirred reactor
network code was employed for the simulation. Therefore, it is of
interest to further investigate the effect of water addition on NOx
formation in premixed flames over a wide equivalence ratio range
by a more detailed flame model.

The purpose of this technical brief is to numerically investigate
the effect of water addition on the formation of NO in counterflow
CH4/air premixed flames, with equivalence ratio varying from
lean to rich.

2 Numerical Model and Result Discussion
The flame configuration studied was an axisymmetric laminar

counterflow premixed flame �6�. The calculation method can be

found elsewhere �7�. The chemical reaction mechanism used was
GRI-Mech 3.0 �8�. The pressure and the fresh mixture temperature
were, respectively, 1 atm and 300 K. The simulations were con-
ducted for three typical premixed flames: a stoichiometric flame
��=1.0�, a lean flame ��=0.7�, and a rich ��=1.3� flame. Stretch
rate was 45 s−1 for all the flames studied.

The fraction of added water changed from 0% to 20%. The
definition of the water fraction is �H2O=VH2O / �VH2O+VCH4�, with
VH2O and VCH4 being, respectively, the volume flow rates of water
and fuel. The added water was assumed to be steam with the same
temperature as CH4/air mixture. In the presentation of results, NO
emission index �EINO� is defined as the ratio of the formed NO to
the consumed fuel, and the normalized NO emission index ��NO�
is the ratio of NO emission index from a flame with water addition
to that from a flame without water addition.

Figure 1 shows the drop of the maximum temperature, when
water is added. It is illustrated that the temperature drop is greatest
for the rich flame and smallest for the lean flame. The flame tem-
perature drop can cause the reduction of NO formation in a flame.
We call this thermal effect. In addition, there may be some varia-
tion in chemical reaction rates owing to the addition of water,
which also changes the formation of NO in a flame. This is re-
ferred to as the chemical effect.

To identify the relative importance of the thermal and chemical
effects, an extra calculation was carried out for each flame. In this
extra calculation, the added water was replaced by an artificial
inert species �XH2O�. The artificial species has the same thermal
and transport properties as water, but does not participate in any
chemical reaction. Therefore, the addition of XH2O suppresses
NO formation only through the thermal effect. As a result, the
difference between the results from the normal and the extra simu-
lations is caused by the chemical effect. The disparity between the
results from the flame without water or XH2O addition and the
flame with XH2O addition is attributed to the thermal effect.

Figure 2 illustrates the effect of water addition on the normal-
ized NO emission indices of the three studied flames. It shows that
although the addition of water suppresses NO formation in all the
flames, the effectiveness varies. It is most efficient for the stoichi-
ometric flame ��=1.0� and least efficient for the rich flame ��
=1.3�. This differs from the flame temperature variation, as in Fig.
1. In addition, Fig. 2 also reveals that the addition of water causes
the reduction of NO in a premixed flame through both the thermal
and chemical effects. Although the chemical effect is much
smaller than the thermal effect for all the three flames, it is rela-
tively enhanced in the lean and rich flames.

Figure 3 illustrates the integrated NO formation and destruction
rates from the most significant reactions. The number of each
reaction is based on the order of it in GRI-Mech 3.0 �8�. Among
these reactions, R186, R187, and R189 are the three related to
NO2. The net contribution of these three reactions to NO forma-
tion is negligible. For rest of the reactions, the dominant ones for
the three flames vary. Reactions R178 �N+NO=N2+O� and R180
�N+OH=NO+H� are the two most significant for the stoichio-
metric flame, while the dominant ones become R179 �N+O2

=NO+O�, R208 �NNH+O=NH+NO�, and R214 �HNO+H
=H2+NO� for the lean flame. For the rich flame, the most impor-
tant reactions are R180 and R214.

NO can be formed by four routes, i.e., the thermal, the prompt,
the N2O, and the NNH intermediate routes. It is clear that R178
and R208 belong to the thermal and NNH intermediate routes
�7,9�, respectively. Although R179 and R180 were defined as re-
actions belonging to the thermal route in many references, it
should be noted that the atomic nitrogen participating in these two
reactions might come from other routes. Reaction R214 is caused
by HNO that may come from the prompt route and the NNH or
N2O intermediate route. Therefore, to figure out which route
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dominates NO formation in a flame, we should further examine
the rate of molecular nitrogen conversion to atomic nitrogen and
species containing nitrogen element.

Figure 4 displays the integrated consumption rate of molecular
nitrogen by different routes in the three flames. It is observed that
in the stoichiometric flame, the thermal route dominates the con-

version of molecular nitrogen. Although the thermal and prompt
routes also contribute to the conversion of molecular nitrogen, the
NNH and N2O intermediate routes do the most in the lean flame.
In the rich flame, almost all the molecular nitrogen conversion is
through the prompt route. A pathway analysis shows that the most
significant molecular nitrogen consumption reaction in the prompt
route is R240 �CH+N2=HCN+N�. Therefore, we conclude that
the thermal route dominates NO formation in the stoichiometric
flame, while the NNH and N2O intermediate routes contribute the
most NO in the lean premixed flame. In the rich flame, NO is
mainly formed by the prompt route.

Since the thermal route forms NO in the high-temperature post-
flame region, it is most sensitive to the variation in flame tempera-
ture. On the other hand, the prompt route usually forms NO in a
very narrow low-temperature layer of flame front. Therefore, it is
less sensitive to the variation of temperature. The NNH and N2O
intermediate routes dominate the formation of NO in the lean
flame, but the thermal route also contributes some. Consequently,
the effect of water addition on NO formation is most significant
for the stoichiometric flame �mainly due to the thermal effect�,
and least for the rich flame, although the temperature drop in the
rich flame is the greatest.

Now we examine how the addition of water causes the chemi-
cal effect on NO formation by comparing the results from the
normal �H2O addition� and the extra �XH2O addition� simulations.
The calculations first indicate that no recognizable difference can
be observed in the maximum flame temperature for a flame be-
tween the results from the normal and extra simulations. However,
the chemical effect of water addition does modify the concentra-
tions of radicals OH, H, and O that affect the formation of NO, as
shown in Fig. 5. For each flame, the maximum OH mole fraction
from the simulation with H2O addition is higher than that from the
simulation with XH2O addition, implying that the chemical effect

Fig. 1 Variation of the maximum flame temperature drop

Fig. 2 Variation of normalized NO emission index

Fig. 3 Total NO formation and destruction rates
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of water addition actually enhances the production of OH. Re-
versely, the chemical effect of water addition reduces the concen-
trations of radicals O and H.

The formation of NO by the thermal route is through R178,
R179, and R180. The chemical effect of water addition leads to
negligible variation in flame temperature and increased OH con-
centration but decreased O concentration. Therefore, it has a very
small net effect on NO formation from the thermal route, leading
us to conclude that the chemical effect of water addition on NO
formation in the stoichiometric flame is very small.

In the NNH and N2O intermediate routes, the molecular nitro-
gen is first converted to NNH and N2O. The formed NNH and
N2O are subsequently converted to NO. H and O radicals play
significant roles in these conversion processes. Therefore, the
chemical effect of water addition in the NNH and N2O interme-
diate routes is bigger than in the thermal route, which leads us to
conclude that the chemical effect of water addition in the lean
flame is enhanced.

Molecular nitrogen is first converted to N atom and species
containing nitrogen elements mainly by R240 in the prompt route.
Then the N atom and HCN are converted to NO. The conversion
rates of these reaction sequences are also closely related to O and
H radicals. Besides, the chemical effect of water addition reduces
the concentration of CH radical, as shown in Fig. 6 for the rich
flame, which suppresses the initial conversion of molecular nitro-
gen by R240. As a result, the chemical effect of water addition on
NO formation in the rich flame is also relatively bigger than in the
stoichiometric flame.

3 Conclusions
This paper reports a numerical study on NO formation in coun-

terflow CH4/air premixed flames. The main conclusions are: �1�

The addition of water to a flame suppresses the formation of NO
primarily due to temperature drop. �2� The effectiveness of water
addition for NO suppression is most significant for the stoichio-
metric flame and least for the rich flame. �3� The addition of water
also reduces the formation of NO in a flame due to the chemical
effect. �4� Compared to in the stoichiometric flame, the chemical
effect is intensified in the lean and rich flames.

Fig. 4 Total molecular nitrogen consumption rate from differ-
ent routes

Fig. 5 Chemical effect of water addition on radicals OH, O, and
H

Fig. 6 Chemical effect of water addition on radical CH in the
rich flame
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Turbosets used in power generation industry are frequently placed
on flexible foundations, which significantly influence the overall
dynamics. Establishment of structural models that capture the ro-
tor and foundation effects reliably using finite element modeling
or modal analysis is difficult because of model complexity and/or
costs involved. This paper presents a method to extract modal
parameter information of a turboset using frequency response
function data recorded during high speed balancing. The main
advantage of the present method over the others is the low cost
and small effort involved, so that it is of practical use in an in-
dustrial setting. A real life example dealing with parameter ex-
traction for a large generator rotor is presented to demonstrate its
implementation. �DOI: 10.1115/1.2938275�

1 Introduction
Finite element �FE� modeling has become a dominant technique

in the power generation industry for analysis and design of com-
plex rotating systems. However, when it comes to accurately rep-
resenting the dynamic behavior of large systems such as turbosets
to the point at which fault detection can be made based on model
predictions, FE modeling may not always yield accurate results.
This happens mainly due to the large number of unknown turboset
parameters, and assumptions that are made during modeling. In
this regard, it will be useful to have a method of reconciliation
between the FE model and real machine behavior to be able to
perform fault analysis and troubleshooting using a FE model of
the turboset. The objective of this work is to create a system
identification tool that can be used later in a model reconciliation
technique while meeting the time and cost constraints of an indus-
trial setting.

High speed balance is a critical step during turboset’s mainte-
nance, and balance data are usually readily available or can be
obtained with relative ease. The early work of Diana et al. �1�
used shaft and support vibration to create a modal model of a rotor
system. Smart et al. �2� estimated foundation parameters using
unbalance response during run-up or run-down of a turbogenera-
tor. This work emphasizes the advantage of using unbalance re-
sponse in the case of large turbosets and the difficulties in imple-
mentation of any kind of test equipment on a real machine. Later,
Edwards et al. �3� extended this work to produce experimental
results in a rotor test ring. The only drawback of this approach is
that it needs as many measurement points as balancing planes, a
situation that is rather unusual in practice.

Rouch et al. �4� introduced the use of frequency response func-
tions �FRF� in combination with FE model of rotor foundation

systems to improve the model accuracy. Redmond �5� presented a
similar approach and stressed the technical difficulties encoun-
tered during implementation of the FRF-FE method. Vazquez et
al. �6� presented a method that employs polynomial transfer func-
tions extracted from FRFs to model rotor supports. This approach
has the advantage that the space required to store the matrices is
much smaller than in the case of FRFs.

The above works indicate that FRFs and polynomial transfer
functions can be successfully utilized for system identification and
modal parameter extraction. Even though a lot of effort has been
put in model reconciliation and parameter identification of rotat-
ing equipment, lack of real life case studies suggest that there are
still a lot of implementation issues that need to be resolved before
model reconciliation can became a standard technique for indus-
try. This paper presents a method to extract modal parameter in-
formation from high speed balance data of turbosets using FRFs
and polynomial transfer functions. The main advantage of the
present method over existing approaches is that balance data are
usually readily available or can be obtained with relatively small
effort, so that it can be easily used in an industrial setting. An
example dealing with a 100 ton generator rotor is presented to
demonstrate its implementation.

2 Background
The FRFs are obtained by dividing vibration amplitude due to

exciting force at each measurement point or frequency. The dis-
placement is measured at the bearing location in the x-y plane,
perpendicular to the machine’s z axis of rotation, while the force is
applied at �balance� planes used during balancing. The exciting
force is synchronous with the machine with a magnitude propor-
tional to the square of machine’s rotational speed. In order to
obtain the FRFs for a particular force, two test runs are performed
on the rotor: the first one with no trial weight and the second with
the selected trial weight. Subtracting the two results, it is possible
to know the FRFs produced just by the trial weight, neglecting the
inherent rotor unbalance. This procedure, making two runs with
and without a trial weight, constitutes the foundation of high
speed balance, so no extra effort is required from an industrial
perspective.

Each FRF gi,j��� establishes a relationship between the applied
force at location j �balance plane� and the displacement produced
at location i �generally bearing locations� as gij���=ui��� / f j���.
Since bearing vibration data are normally recorded in industry, the
FRF is extracted at these locations, but it can be extracted at any
location for which data are available.

A mathematical representation of a rotor bearing foundation
system can be written as

�M��ü� + �C��u̇� + �K��u� = �F� �1�

The equation can be rearranged such that we collect all the degree
of freedom �DOF� of interest for which the FRF is extracted into
one vector us and the remaining DOF into another vector ur. Ap-
plying dynamic condensation to reduce the system and expressing
it in terms of DOF of interest, the equations in condensed form are
given as us= �G�s�� fs, where G�s� is

G�s� = ��msss
2 + csss + kss� ¯ − �msrs

2 + csrs + ksr�

��mrss
2 + crss + krs��mrrs

2 + crrs + krr�−1�−1 �2�

In Eq. �2�, G�s� is the transfer function matrix that relates the DOF
of interest �journal displacement� and applied forces �by trial
weights� on the rotor. It is convenient to rewrite this matrix in
terms of each DOF of interest as follows:

G�s� = �gii�s� gij�s�
gji�s� gjj�s� � �3�
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Here, i and j, respectively, refer to the DOFs where the measure-
ment is taken and the force is applied so that ui=gij�s�f j. The
relationship between FRFs and transfer functions is now clear.

3 Calculating Polynomial Transfer Functions From
FRFs

The problem of extracting polynomial transfer functions from
FRF data is one of fitting a ratio of two polynomials to the FRF
data. In order to do so, an error function is defined and then
minimized. This method was originally developed by Sanathanan
and Koerner and later modified by Gähler and Herzon �7�. The
original development is expanded herein to couple the system
equations, and be able to solve the problem for MIMO systems
while keeping the same denominator polynomial coefficients.

Since g�s� is a polynomial transfer function to be fitted to the
FRF data in the frequency domain, s can be replaced with j�
yielding

gij�j�� =
pm�j��m + pm−1�j��m−1 + ¯ + p0

qn�j��n + qn−1�j��n−1 + ¯ + q0
=

P�j��
Q�j��

�4�

The error function can now be constructed as

�k = g�j�k� −
P�j�k�
Q�j�k�

�5�

In Eq. �5�, k refers to each frequency point. To overcome the
difficulty of minimizing an error function that requires a polyno-
mial ratio to be fitted, an iterative approach of the form

�k� =
�kQ�j�k�L

Q�j�k�L−1
=

g�j�k�Q�j�k�L − P�j�k�L

Q�j�k�L−1
�6�

is adopted. In this equation, subscript L refers to the iteration step.
The error function �k� is minimized over the entire frequency do-
main as

�
k=1

n

��k��
2 = �

k=1

n

Wk,L�g�j�k�Q�j�k�L − P�j�k�L�2 �7�

where the weighting factor Wk,L is given as

Wk,L = 	 1

Q�j�k�L−1
	2

�8�

The problem outlined above is a typical weighted least mean
square problem. The solution to this problem is well known and
can be found in the work of Åström and Wittenmark �8�. Defining
a matrix ��k� made of �T�k�, the solution is

� = ��TW��−1�TWY �9�

where � is a vector containing the coefficients qn−1 to q0 and pm to
p0 of the polynomials Q and P. It may be noted that qn is set equal
to 1, and ��k� is constructed as �= ��1

T ,�2
T , . . . ,�k

T�T where

�1
T = �g�j�1� g�j�1��1 g�j�1��2

2
¯ g�j�1��k

n�

�2
T = �g�j�2� g�j�2��1 g�j�2��2

2
¯ g�j�2��k

n� �10�

�k
T = �g�j�k� g�j�k��1 g�j�k��2

2
¯ g�j�k��k

n�

Y = �g�j�1��k
n+1,g�j�2��k

n+1, . . . ,g�j�k��k
n+1�T �11�

In Eq. �9�, W is a diagonal matrix with 
Wk,L as elements of its
diagonal and Wk,L is evaluated at each frequency point and itera-
tion step. This system is solved in a recursive manner by updating
Wk,L at each iteration L until the convergence criteria is met. It is
thus possible to find �, and therefore P and Q.

In the case of a MIMO system, such as a rotor under an unbal-
ance excitation force, there are at least two bearings in the system
and the vibration data are normally acquired in two independent
directions at each bearing, resulting in at least four outputs for

each excitation force. The problem of extracting polynomial trans-
fer functions is slightly more complicated in this case because we
have to solve the problem in a global manner to ensure that the
denominator polynomial Q is the same for all the transfer func-
tions.

Following the same approach as that for a SISO system and
recalling Eq. �9�, � now consists of the coefficients of Q, P1, P2,
P3, etc., and � can be written as

� = ��1 �2 ¯ 0

�1 �2 0 �d

�1 0 ¯ �d
� �12�

where � is assembled as

�1 = ��1
T

]

�k
T �

g1

, �2 = ��1
T

]

�k
T �

g2

, �d = ��1
T

]

�k
T �

gd

�13�

In Eq. �13�, gd refers to each FRF measured for each independent
DOF d, and � is given as

�1
T = �gd�j�1� gd�j�1��1 gd�j�1��2

2
¯ gd�j�1��k

n�

�2
T = �gd�j�2� gd�j�2��1 gd�j�2��2

2
¯ gd�j�2��k

n�
�14�

�k
T = �gd�j�k� gd�j�k��1 gd�j�k��2

2
¯ gd�j�k��k

n�

with Y given as

Y = �g1�j�1��k
n+1,g1�j�2��k

n+1, . . . ,gd�j�k��k
n+1�T �15�

For the MIMO case, the weighting factor W looks like

W = �W1 0 0

0 � 0

0 0 Wd
�, Wd = diag 	
 1

Q�j�k�
	

L−1

2

�16�

The rest of the estimation process remains the same as for a SISO
system.

4 Experimental Setup
The rotor retention pit is an underground reinforced concrete

structure. It is a high speed, high-energy facility designed to spin
rotors up to their operating speed �1800 rpm or 3600 rpm� or al-
lowable overspeed test �up to 4320 rpm� as well as contain a rotor
burst. A 5000 Hp motor is used to drive the rotors, and precau-
tions are taken to isolate the rotor from vibrations transmitted
through the driving unit.

Each bearing pedestal is equipped with two noncontacting
proximity probes mounted on the face of the bearing shell, 45 deg
either side of the vertical centerline. These probes are used for
measurement of relative shaft vibration; they are monitored and
used for balancing. The probes are normally mounted on the side
of the bearing that faces the rotor body. An axial position probe is
mounted to observe position of the rotor during runs. A seismic
velocity probe is also mounted on each bearing pedestal. These
probes provide pedestal vibration data and are used to determine
absolute shaft vibration along with outputs from shaft proximity
probes.

5 Modal Parameter Identification for a Generator Ro-
tor

An example dealing with numerical estimation of the polyno-
mial transfer function extracted from the FRF of a large generator
rotor, while being balanced, is presented. The test rotor used is
shown in Fig. 1. This 200,000 lb rotor with 18 in. journal diam-
eter operates at 1800 rpm. Since the rotor operates close to its
second critical speed, balancing the second mode is of primary
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concern. Figure 2 shows the rotor FE model with Elements 26 and
27 denoting the pedestal or foundation while the springs represent
the bearing and foundation stiffness and damping characteristics.
The bearing stiffness and damping properties vary with speed.

The trial weight used is designed to balance the rotor’s second
mode and therefore suppresses �or excites� primarily this second
mode. Even though the primary intention is to find a polynomial
transfer function that correctly represents the second critical
speed, the first critical speed will be identified as well but this
result may not be as accurate.

The FRF was constructed with a resolution of 20 rpm in the
range between 100 rpm and 1800 rpm using two different balanc-
ing runs, with a weight correction included in the second run.
Then, by subtracting these two runs, the response due to balance
correction can be obtained. This has to be done on absolute vibra-
tion readings. Therefore, the vector summation of the proximity

probes �mounted on the bearing and measuring shaft vibration
relative to the bearing� and the seismic probe readings �mounted
in the bearing housing and measuring absolute vibration of the
bearing� was done before subtracting the results of the two runs.

After the FRF is constructed, the next step is to fit polynomial
transfer functions to these FRFs. The fit is done in the region
between 600 rpm and 1800 rpm because below 600 rpm the bear-
ings use high pressure oil to lift the rotor to prevent wear thereby
changing the dynamic properties of the rotor system. Since the
FRF is constructed with a resolution of 20 rpm, there are 60 mea-
surements per FRF �n�=60�. For this example, the orders chosen
for the three polynomials are P1 and P2 of order 2 and Q of order
4 �since we are trying to capture at least two natural frequencies�.
The selection of the polynomial order has to be done in accor-
dance with the accuracy needed. In general, it is recommended

Fig. 1 The generator rotor being lowered into balancing pit

Fig. 2 FE model of the generator rotor
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that the order of the denominator polynomial Q be twice the maxi-
mum number of frequencies to be extracted. Figure 3 shows the
FRFs for measurement location at Bearing 1 as well as the bode

diagram of the corresponding transfer functions superimposed.
Once the transfer function parameters converge, the resulting
transfer functions are given as

G1��� =
− 0.7090�j��2 + 46.6380�j�� + 6473.60

�j��4 + 2.7182�j��3 + 44,539�j��2 + 62,861�j�� + 405,460,000
�17�

G2��� =
− 1.4108�j��2 − 120.84�j�� + 19,482

�j��4 + 2.7182�j��3 + 44,539�j��2 + 62,861�j�� + 405,460,000

or in modal notation after partial fraction expansion as

G1��� =
1.9819 � 10−5

��2 + 2�0.0035�178.26� + 178.262�
+

1.456 � 10−5

��2 + 2�0.0066�112.95� + 112.952�
�18�

G2��� =
9.9970 � 10−5

��2 + 2�0.0035�178.26� + 178.262�
+

8.6209 � 10−5

��2 + 2�0.0066�112.95� + 112.952�

The extracted natural frequencies of the system are
178.26 rad /s �1702 rpm� and 112.95 rad /s �1078 rpm� and the
damping coefficients 0.35% and 0.66%. The observed natural fre-
quencies during balancing are 1700 rpm and 1000 rpm, which are
in good agreement with the extracted data. The extracted damping
coefficients appear to be low because damping of the order of
1%–3% is expected for these bearings. Note that if we choose q0
to be 1 instead of qn, then the transfer function is very sensitive to
low frequencies close to the origin and insensitive to high fre-
quencies which, in this case, are of interest.

The errors in estimated modal parameters include errors due to
experimental response measurements, errors in bearing model,
and errors in the rotor model. In this work, it is assumed that a
good dynamic rotor model is available and no errors due to rotor
modeling are present. The measurement noise, which affects both
inputs and outputs, was modeled using experimental resolution
associated with various transducers. The bearing stiffness and

damping coefficients had maximum uncertainties of the orders of
6% and 10%, respectively. Per ANSI/ASME Standard on Mea-
surement of uncertainty, the coefficient of variation �standard
deviation/mean� for extracted frequencies is approximately 0.1.

6 Discussion of Results
A method to obtain FRFs and polynomial transfer functions for

a turboset from high speed balance data is presented. The pro-
posed approach yields the transfer functions as well as overcomes
the numerical difficulties related to convergence and ill condition-
ing of the least squares problem. For practical reasons, construct-
ing FRFs from balancing data is very convenient for large turboset
units, which have vibration instrumentation already installed on
the machine and the implementation of an external force, such as
the one produced by a shaker, is impractical and costly compared

Fig. 3 Transfer function fitted to the FRFs of the system at Bearing 1
measurement location
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to the introduction of an unbalance weight. In many cases, bal-
ancing data are already available from previous balancing opera-
tion and need not to be obtained.

The practical utility of this method is very promising, as it
requires very little effort and yields very good practical results
�error of the order of 5% or less for natural frequencies� and
allows FE reconciliation techniques to be easily implemented in
an industrial environment. The disagreement in the amount of
damping present is not a cause of concern in a balancing operation
because the focus during a high speed balance in an industrial
setting is on knowing where resonance occurs, rather than know-
ing what the attenuation factor is.

Finally, it may be noted that journal bearings and pedestal dy-
namics in the balancing pit may be substantially different than
rotor’s permanently installed location. An in situ balancing with
rotor in its permanently installed location will generally produce
better results in terms of vibration but balancing in a balance pit
generally produces a better balance because the compounding
field installation factors are not present.

Nomenclature
f j � force applied at DOF j

gij � transfer function between displacement at DOF
i and applied force at DOF j

MIMO � multiple input multiple output system
�M�,�C�,�K� � mass, damping, and stiffness matrices of rotor

bearing foundation system
pi � coefficients of the numerator polynomial fitted

to FRF data

qi � coefficients of the denominator polynomial
fitted to FRF data

SISO � single input single output system
ui � displacement at DOF i

�k � kth specific value of forcing frequency
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The flow in the automotive catalytic converter is, in general, not
uniform. This significantly affects cost, service life, and perfor-
mance, in particular, during cold startup. The current paper re-
ports on a device that provided a large improvement in flow uni-
formity. The device is to be placed in the converter inlet diffuser
and is constructed out of ordinary screens. It is cheap and easy to
install. Moreover, the device does not present most of the undes-
ired effects, such as increase in pressure drop and time to light off,
often observed in other devices developed for the same purpose.
�DOI: 10.1115/1.2770492�

1 Introduction
Despite the research devoted to the automotive catalytic con-

verter, there are aspects of the systems which still need to be
improved �1,2�. One of such aspects is the exhaust gas distribution
in the converter �3–5�. Often, the converter consists of a ceramic
honeycomb structure wash coated with a porous layer impreg-
nated with the catalytic substance. A nonuniform distribution of
the exhaust gases among the cells of the honeycomb brings a
series of problems. The current work presents the results of an
experimental investigation of a device that provided a significant
improvement in the flow distribution of a typical catalytic con-
verter. The device is built from ordinary screens.

As the converter is designed to provide a minimum residence
time, the flow uniformity reduces the length of the converter,
which reduces cost. It also extends the converter service life by
uniformly consuming the expensive substances that take part in
the chemical reactions. Associated with the flow maldistribution,
there is also a temperature maldistribution. They both contribute
to a longer time to light off, which affects the efficiency during the
cold startup. This temperature nonuniformity also promotes ther-
mal stresses that may crack the ceramic material �3–5�. Lastly, the

flow nonuniformity increases the already large pressure drop in
the converter, which often reduces engine performance.

The reason for the flow maldistribution in the converter is re-
lated to its design. The flow is directed from the exhaust duct to
the honeycomb via an inlet diffuser. Due to space restrictions,
often the diffuser angle is so wide that its high pressure recovery
promotes the separation of the boundary layer that develops on the
diffuser wall. As a consequence, the resulting flow is not evenly
distributed over the frontal area of the honeycomb, but concen-
trates along its central part.

Boundary layer separation is an important aerodynamic phe-
nomenon. It affects airplane performance and is dealt with in very
many different ways in aeronautical research and development.
One specific example where this phenomenon must be properly
controlled is in the design of wind tunnels. These tunnels are
experimental facilities consisting essentially of a duct where air is
driven through in a controllable fashion. In this controlled air
flow, airplane models can be tested under conditions that simu-
lated flight. In these tunnels, the existence of wide-angle diffusers
is commonplace but, in spite of that, a uniform flow must be
produced as it is necessary for the usefulness of the experiment. In
view of these, a number of techniques have been investigated to
inhibit boundary layer separation in diffusers.

Some of these techniques, such as the use of vanes and splitter
plates, are quite obvious and have already been tested in catalytic
converters �6�. However, often they are very complicated to install
and not very efficient. In the context of the catalytic converter,
there are yet other undesirable effects, as, for example, the large
amount of heat that they extract from the exhaust gases during the
cold startup and the large backpressure that they produce �3,7�.

From the various methods developed, one, which involves the
use of screens, has become the standard technique in the design of
wide-angle diffusers for wind tunnels. The current work presents
the results of an experimental investigation into the use of screens
to improve flow uniformity in the catalytic converter. To the
knowledge of the authors, this has not yet been carried out. Al-
though from the start of the work there was great confidence that
the method would also work in the current application, there were
a few differences with respect to wind tunnel applications that
could affect the performance of the system. These differences
were mainly the size of the duct and the fact that in the catalytic
converter, there is a long honeycomb downstream of the diffuser.
In view of this, a device was designed and tested. The results
confirmed the expectations and are presented here in some detail.
The analysis also included screen configurations that were simpler
than those that led to optimum performance, but that could be
more cost effective.

2 Experimental Setup and Procedure
The severe restrictions on pollutant emissions sometimes call

for the use of more than one catalytic converter. The current in-
vestigation is focused on the so called underbody catalytic con-
verter, but it is expected that, under some circumstances, the re-
sults would also be useful for closed-coupled converter.

Diffuser performance is affected by both the diffuser angle and
the area ratio, which is the relation between the outlet and the inlet
area. When the included angle is above 10 deg, the diffuser is
normally referred to as a wide-angle diffuser. The included angle
is that between the opposite walls of the diffuser. For such diffus-
ers, boundary layer separation can be avoided only by some
means of separation control. The inlet diffuser of catalytic con-
verter used in the current study had an included angle of 47 deg
and an area ratio of about 4. Its inlet diameter was 45 mm and its
length was 48 mm. It is by no means among the widest angle
diffusers used by the automotive industry in catalysts, but is well
within the wide-angle class. The honeycomb dimensions corre-
sponded to those utilized in ordinary 1000 cm3 engines produced
by the Brazilian automotive industry. It was 20 cm in length and
10 cm in diameter. The honeycomb cells were 1�1 mm2. Some-
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times, catalytic converters have an elliptical cross section, a
curved inlet pipe, or a not fully developed inflow. These aspects
affect the flow in the converter. However, in order to reduce the
number of parameters involved, none of them were here analyzed.
The tests used a cylindrical converter, connected to a straight pipe
so long that the flow could be considered a fully developed tur-
bulent pipe flow at the diffuser entrance. Nevertheless, the opti-
mizing device to be described here can, in principle, be adjusted
to cope with those perhaps more severe conditions. Similar adjust-
ments have been successfully done for wide-angle diffusers of
wind tunnels.

Despite the fact that, owing to the valve motion, the flow in the
exhaust system of vehicles is pulsating, most studies of catalytic
converter have considered steady flow. This is partially because it
is more difficult to conduct either experiments or computations for
pulsating flows, but, for the underbody converter, this is, in gen-
eral, regarded as an acceptable simplifying assumption �8–10�. In
view of these, the current work also investigated only steady flow.
This simplification may not be acceptable for close-coupled con-
verters �2�.

The experiments did not use the actual exhaust gases from the
engine, but, instead, room air was employed �about 25°C in tem-
perature and 1.01 bars in pressure�. This had many obvious ad-
vantages and is appropriate as long as dynamic similarity is main-
tained. The velocity in the exhaust system is relatively high, but
the flow can be regarded as incompressible, in particular, in view
that the temperatures involved are high, which increases the speed
of sound. Dynamic similarity is then warranted by ensuring the
same Reynolds number. Applying this condition to the current
experiment resulted that the test volume flow was about five times
lower than the actual exhaust flow. The rotational speed range of
2000–5000 rpm for a 1000 cm3 engine corresponded to test vol-
ume flows in the range of about 0.007–0.02 m3 /s. The system
used, with the converter in place, provided a maximum volume
flow of around 0.027 m3 /s.

A gate valve was fixed to the vacuum cleaner and connected,
via a flexible rose, to a 3 m long polymer pipe. In order to pro-
mote flow uniformity in the pipe, a screen was placed in the
connection between the rose and the pipe. A metal rod was at-
tached to the pipe to prevent bending. The pipe internal diameter,
45 mm, was chosen to match the inlet of the converter diffuser.
The converter was connected to the exit of the pipe. The down-
stream nozzle of the converter was removed, but the honeycomb
was maintained in place.

The measurements of the streamwise velocity profiles were car-
ried out at the exit section of the honeycomb with a Pitot tube
connected to an inclined manometer. The Pitot tube was shape as
a “L,” with dimensions 5 cm and 20 cm. The total pressure hole
was 1 mm in diameter. This provided an accuracy of �0.25 Pa.
The Pitot tube was positioned with an estimated accuracy of
0.5 mm. Measurements inside the diffuser with the honeycomb in
place would require a Pitot-static tube. The standard Pitot-static
tubes are also L shaped and would not fit adequately inside the
diffuser. Even the smallest Pitot tube would restrict the measure-
ments to a region well upstream of the diffuser exit and would not
give a good indication of the flow in the honeycomb. Also, the
flow in the diffuser is very complex, in particular, when no
screens are used, and would lead to severe inaccuracy in the Pitot-
tube readings. Moreover, even a small Pitot tube inside the dif-
fuser would almost certainly interfere with the flow. In fact, reli-
able measurements inside the diffuser would require other
measuring techniques and are not often reported in the literature.
Such measurements would almost certainly bring further interest-
ing information, but they fall outside the objective of the current
paper. Since the honeycomb is composed of longitudinal cells,
which are not interconnected, the flow at the exit is essentially
identical to that of the honeycomb inlet. Therefore, it provides

enough information to verify the device performance. A large
number of experimental studies of this problem also relied on
measurements at the honeycomb exit.

The volume flow was adjusted using the gate valve and was
measured with a calibrated Pitot-static tube placed inside the pipe
at 270 mm from the pipe outlet. The Pitot static tube was con-
nected to a digital manometer. Care was taken that the Pitot-static
tube did not affect the velocity profiles in the diffuser inlet. Prior
to the tests, the dynamic pressure measured at the centerline of the
pipe was calibrated against volume flow measurements made by
integration of two dimensional velocity profiles measured at the
pipe exit, without the diffuser in place. At this position, the flow
was much more axisymmetric than at the exit of the honeycomb.
An almost perfect quadratic relation between the dynamic pres-
sure and the volume flow was obtained, providing confidence on
the procedure. The apparatus could adjust and maintain a volume
flow rate accurate to within an estimated 2% for the higher flow
rates, but degraded to about 10% at the lowest flow rate studied.
Flow temperature was monitored with a thermopair placed close
to the pipe entrance and remained almost constant from test to
test. Therefore, dynamic similarity could be warranted by ensur-
ing a constant flow rate.

Prior to the tests, it was deemed necessary to verify flow qual-
ity. This was carried out by removing the converter and taking
measurements of the streamwise velocity profiles at the pipe exit
for flow rates in the range of those to be used in the experiment.
They compared well with the seventh-root law �11�.

Ideally, wide-angle diffusers promote large pressure recoveries
due to the increase of the flow area and subsequent reduction of
flow velocity. The resulting positive pressure gradient also acts on
the flow close to the diffuser wall, the so called boundary layer.
The low momentum of the fluid in this region is insufficient to
overcome the force associated with the positive pressure gradient
of a wide-angle diffuser. The process leads to reverse flow in the
region close to the wall and boundary layer separation. In this
scenario, the forward flow is concentrated only in the center of the
diffuser. The effective flow area is drastically reduced and the
pressure recovery is significantly diminished. One way to interpret
the effect of the screen in the diffuser is as follows. The screen
contributes a pressure drop in the diffuser. If this is matched to the
positive pressure gradient of the diffuser, an almost zero pressure
gradient can be obtained. Boundary layer separation, and hence
reverse flow, is reduced or even prevented and the flow in the
diffuser becomes more uniform. Apart from the improved flow
uniformity, a wide-angle diffuser with an appropriate set of
screens sometimes yields a pressure recovery that is higher than
what would be achieved by the same diffuser without screens.
This is important as low pressure recoveries in the diffuser repre-
sent large head loss in the exhaust system and may reduce engine
performance.

Mehta �12� compiled the data from wide-angle diffusers used in
wind tunnels throughout the world and, based on these results,
prepared graphics that enable one to select the screens for a given
diffuser geometry. The graphics give the minimum value of �K
that would prevent flow separation in the diffuser. �K is related to
the total head loss provided by a set of screens. Mehta �12� also
provides empirical relations that enable the calculation of K for a
given screen and Reynolds number �11�.

The experimental model had four slots where screens could be
placed. The first slot was 5 cm from the inlet. The other three
screen positions were separated from each other by about 10 cm.
They were named P05, P15, P25, and P35 and spanned the total
length of the diffuser.

A selection of four different flat screens was used in the inves-
tigation. According to Mehta �12�, K is either constant or de-
creases with Reynolds number. On the other hand, both the litera-
ture and the results given here show that the nonuniformity
increases with Reynolds number. As a consequence, the most de-
manding situation both in terms of flow uniformity and K param-
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eter corresponded to the highest Reynolds number flow condition.
Therefore, the selection of the screens was based on this case.
Table 1 gives the characteristics of the screens used.

Preliminary tests showed that very close to the honeycomb exit,
at about 10 mm from it, the velocity profiles were not smooth. At
30 mm, they looked much better. The problem was attributed to a
nonuniformity of the flow associated with the exit of the indi-
vidual cells of the honeycomb, but this was not investigated any
further. The velocity profiles were then obtained at 30 mm from
the honeycomb.

The repeatability of the experiment was also investigated. It
was found that it could be reproduced to within the experimental
uncertainty. An asymmetry was noticed in the profile, which could
be traced to misalignment between the diffuser and the honey-
comb. Rotating the converter reduced the problem. Finally, a two
dimensional velocity profile on a plane perpendicular to the flow
was taken, which showed that the flow was reasonably axisym-
metric. This allowed that the analysis could be carried out using
velocity profiles along one diameter of the honeycomb.

3 Results
Initially, the velocity profile at the honeycomb exit was mea-

sured without the use of screens for a number of flow rates, Fig. 1.
The flow rates were 7.6 l /s, 12.8 l /s, 14.3 l /s, and 17.5 l /s,
which roughly corresponded to engine operation at 2000 rpm,
3000 rpm, 4000 rpm, and 5000 rpm. The maximum flow rate that
the experimental rig could provide, about 27 l /s, was also tested.
Hereinafter, the flow rates used are referred to by using the engine
rotation, with the maximum flow rate case being called
�5000 rpm. As expected, the flow was very nonuniform, in par-
ticular, at higher velocities. The maximum speed occurred at the

center, but local maxima were also found at the edges. Apparently,
these local maxima have not been reported previously. Their ori-
gin was not deeply investigated here, but the result was very re-
peatable and there was a pattern linking the various curves. It is
believed that they are not a result of experimental error. For in-
stance, they are not due to leaking between the honeycomb and
the metal casing as they were tightly adjusted. In any case, as is
shown below, the screens were also able to reduce these maxima.

It is perhaps important to note that the flow rates given were not
estimated from integrating the velocity profiles in Fig. 1. Such
estimates result in significant variations with respect to the flow
rates given from the calibrated Pitot-static tube. An indication of
these variations can be obtained from estimating the flow rates by
integration of the left- and right-hand sides of the profiles of Fig.
1. Although the profiles look reasonably symmetric, these esti-
mates result in differences that can reach �8%. Therefore, differ-
ences of about 10% between the flow rates estimated from these
velocity profiles and that of the calibrated Pitot-static tube are not
unexpected. Differences between such estimates for measure-
ments with and without the screens may be expected to be at least
of the same order. Since the Pitot-static tube was not directly
affected by the screens and was calibrated against flow rates ob-
tained from velocity profiles at the pipe exit, which were two
dimensional and more symmetric, it was considered more reliable.

As proposed by Bressler et al., the standard deviation of the
velocity along the profile provides a measure of flow uniformity.
A coefficient was defined as

� = 1 −
1

n�
i=1

n ��ui − ū�2

ū
�1�

where ū is the velocity averaged over the profile. �=1 indicates a
uniform profile, and lower values indicate less uniformity. The
values of � for the rotational speeds from 2000 rpm to
�5000 rpm were, respectively, 0.84, 0.78, 0.76, 0.74, and 0.66.

For the current diffuser, Mehta �12� indicates �K=2.6 and the
use of two or three screens. The �K should not exceed the re-
quired value by a significant amount as it could lead to divergence
of the flow. Indeed, from the selection of screens used, the value
of �K=2.6 is only achievable with the use of more than one
screen, but, from a manufacturer’s point of view, it may be very
important to check what can be achieved with a single screen.
Therefore, this analysis was carried out first. Figure 2 gives the

Table 1 Characteristics of the screens tested

Screen
BWG

Wire
diameter �mm�

Screen mesh
length �mm�

Open area
ratio � K

18 /32 0.23 1.18 0.70 0.58
26 /30 0.30 0.67 0.47 2.28
28 /32 0.23 0.67 0.56 1.33
30 /32 0.23 0.61 0.53 1.59

Fig. 1 Velocity profiles at the honeycomb exit for various flow
rates without the use of screens

Fig. 2 Velocity profiles at the honeycomb exit for various flow
rates with the use of one screen in the inlet diffuser
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results obtained with the use of screen 26 /30 at position P05. The
values of K stayed in the range of 2.1–2.6, depending on the flow
speed. In general, these were below the value of 2.6 required for
the current diffuser. For speeds from 2000 rpm to �5000 rpm, �
were found to be, respectively, 0.86, 0.90, 0.88, 0.864, and 0.84.
Comparison of Figs. 1 and 2, and of the values of �, reveals a
significant improvement in the flow uniformity.

Another aspect that might be of interest to manufacturers is the
sensitivity of the results to the position of the screen. According to
Mehta, for straight-walled diffusers, like the current one, the best
screen positioning is where the diffuser wall changes angle, that
is, at the inlet or outlet. The analysis was performed for 5000 rpm.
For positions closer to the inlet of the diffuser, say, P05 and P15,
the flow quality was not sensitive to screen positioning �11�. The
values of � were very close to each other, namely, 0.864 and
0.866, respectively. The uniformity degraded for screens closer to
the diffuser exit, giving �=0.856 and 0.844.

To achieve �K above 2.6, at least two screens were needed.
Tests were then carried out with screen 30 /32 at position P05 and
screen 18 /32 at position P15, except for the case when the speed
was higher than 5000 rpm, which used two screens of the type
28 /32. This yielded �K in the range of 2.4 to 3.2 for rpm from
2000 to �5000. Results are shown in Fig. 3. For speeds from
2000 rpm to �5000 rpm, � were, respectively, 0.882, 0.884,
0.878, 0.870, and 0.86. In comparison with the use of a single
screen, a little improvement was obtained, in particular, for the
higher rpm. However, it might not justify the extra cost of install-
ing a second screen. The use of three screens was also tested but
no measurable improvement was obtained. For example, for the
�5000 case, � raised from 0.860 to 0.865, clearly within the
experimental uncertainty.

Analysis of the effect of the device on the pressure drop of the
catalyst is also important and was carried out within the current
study. The honeycomb exhausted directly to the atmosphere.
Therefore, measuring the pressure upstream of the diffuser pro-
vided a good indication of the effect of the screen on the head
loss. Figure 4 gives the variation of the diffuser inlet pressure
against the flow rate for different combinations of screens. The
use of screens did not add a significant head loss to the system.
For the combination using two screens, which appeared to be the
optimum for the current catalyst, the head loss was virtually un-
affected. This is an indication of the bad performance of this dif-

fuser without screens in terms of pressure recovery. The improved
flow provided such an increase in the effective pressure recovery
of the diffuser that it compensated for the head loss introduced by
the screen.

4 Conclusion and Discussion
The experimental results confirmed previous works in that the

flow in the catalytic converter is very nonuniform, in particular,
for higher flow speeds. The expectation that the use of screens
would improve the uniformity of the flow in the catalytic con-
verter was also confirmed by the experiments. The improvement
was seen not only from the velocity profiles shown but also from
the coefficient �, which is a measure of flow uniformity. In ex-
treme cases, the uniformity measured by this coefficient increased
by 30%.

The results suggested that the use of one single screen may be
enough for most applications, but in extreme conditions, the use
of more screens may provide further improvement. The results
also indicated that the flow quality is not very sensitive to the
position of the screen, as long as it stays in the first portion of the
diffusers. The device is both cheap and easy to install.

The investigation also included analysis of the engine backpres-
sure provided by the converter. The use of screen did not increase
the backpressure significantly. In particular, with the use of two
screens, no measurable difference was found from the case with-
out screens.

Questions may be raised as to the effect on the device perfor-
mance of temperature variation and chemical reactions, which
take place in the real application. These should have little effect
other than a variation of the Reynolds number. They occur down-
stream of the diffuser inlet and in pipe flow, there is usually very
little upstream effect on the velocity profiles. Durability issues of
the screens are also of concern in view of the humidity and ex-
tremely high temperature in the catalyst diffuser. Stainless steel
screens are currently being successfully tested for durability and
performance under real conditions. Unfortunately, details of these
results are classified and are not available for publications.
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Measurements of the lean blowout equivalence ratio ��overall,b�
along with the numerical simulations of flame structure and dy-
namics of the flow field for coaxial burner configurations are re-
ported. The burner comprises central mixture (air� liquefied pe-
troleum gas) issuing either through six holes distributed radially
each of 2 mm diameter or through a circular single port of area
equal to the total areas of the six holes. A bluff-body stabilizer is
attached to provide recirculation of the coaxial air surrounding
the central flame. The study covers the effect of the central injec-
tion configuration with emphasis on the multijet on the overall
lean equivalence ratio at which flame is extinguished. The dynam-
ics of the flow field for the multiflame configurations were identi-
fied and compared with the single flame, using the generalized
finite-rate chemistry model of FLUENT 6.2 with the detailed chemi-
cal reaction mechanism defined by GRI-MECH 3.0 and other mecha-
nisms for the higher carbon species. The computed flow field of
the multijet flame provides an extra intermediate vortex in addi-
tion to the two counter-rotating vortices observed for cases of the
single central stream configuration. Such a vortex is believed to
enhance the stability characteristics for all the test flames in the
form of reduced experimental �overall,b-values.
�DOI: 10.1115/1.2938276�

1 Introduction
The criteria of flame stabilization of the simple jet diffusion

flames have attracted the interest of many investigators. A good
overview of the phenomena of lift-off and blowout of such flames
can be found in Refs. �1–6�. Three different theories have been
proposed to explain the stabilization mechanism and the criteria
for establishing the lift-off height of such flames. The first theory
assumes a premixed mixture to be placed under the lifted flame
base, the second �5,7� suggests that the flame extinction occurred
when the local strain rates in fluid exceed the extinction rate for a
laminar diffusion flamelet, while the third theory �5,7–9� postu-
lated the blowout conditions when the time available for backmix-
ing by large-scale flow structures of hot products with fresh mix-
ture is less than a critical chemical time required for ignition.

The flame blowout limits of such jet diffusion flames situated in
a quiescent atmosphere are found to be narrow and the interpre-
tation of these limitations relies on one of the above theories. It is
well known that one can improve the fuel-air mixing rate and the
flame blowout limits above those associated with simple jet
flames by introducing internal flow recirculation �10–13� coaxi-
ally with the jet flame. Recirculation can be introduced either by
employing swirl or a central bluff body. The use of swirl in im-
proving the lean blowout stability limits was studied in Refs.
�10,14�, where swirl creates a jet-vortex interaction, and the recir-

culation vortex reduces the fuel jet velocity on the centerline,
strongly stabilizing the lifted flame. The presence of the bluff-
body flame holder in the coaxial airstream as a tool for improving
the stability limits of the jet flame has yet received significant
attention because of their relevance to many engineering applica-
tions �15,16�. Previous studies on this field �e.g., Refs. �16,17� are
focused on the flame structure modeling of axial single jet
�stream� flame surrounded by a recirculated coaxial air. To the end
of the author’s knowledge, none of these investigations were fo-
cused on studying the parameters affecting flame stabilization of
axial multijet flames placed in recirculated coflowing air. The
present investigation covers not only the stabilization mechanism
of multijet flames of the geometries considered but also a com-
parative study of the flame stability between both the single- and
multijet configurations. The bluff-body burner studied here pro-
vides an interesting model problem for industrial flows because of
its simple and well-defined initial and boundary conditions, as
well as its ability to stabilize flames with complex recirculating
zones.

In this technical brief, the effects of the inner mixture injection
configurations on the overall lean blowout equivalence ratio were
studied and compared experimentally for both central single- and
multijet flames. Furthermore, the stabilizer near the zone flow
field for each configuration, the velocity field, and the temperature
contours were studied computationally using the generalized
finite-rate chemistry model of FLUENT 6.2 with the detailed chemi-
cal reaction mechanism defined by GRI-MECH 3.0. Both the experi-
mental and computational results were exploited to gain better
understanding of the stabilization mechanism of the test flames.

2 Experiments

2.1 Experimental Apparatus. Experiments were performed
at atmospheric pressure using the axisymmetric, coaxial burner
configuration shown in Fig. 1. The central mixture �air
+liquefied petroleum gas �LPG�� is supplied axially either through
a central tube with a single hole of 4.9 mm diameter or through
six holes each of diameter equals 2 mm �with a total area equiva-
lent to the single-hole area�. The coflowing �coaxial� air passes
over any of five bluff-body flame holders with included angles of
60 deg, 90 deg closed and open base for both included angles, and
180 deg �disk� mounted horizontally on the central tube with its
apex pointing upstream. Each bluff-body flame holder has a diam-
eter of 55 mm. The holders examined are placed inside a burner
pipe of 82 mm diameter such that the stabilizer lee, the edge of
the central axial tube, and the burner pipe are situated in the same
vertical plane. The burner is confined in a combustor of 152.4 mm
diameter surrounded by a cooling jacket. The inner airflow rate is
supplied via a 5 kW reciprocating air compressor and measured
by a calibrated rotameter. The inner fuel, which is supplied from a
standard gas cylinders, together with the outer air �from a 5 kW
air blower� flow rates were measured by a calibrated orifice plates.

2.2 Experimental Program and Procedure. The experimen-
tal program is divided into two main sections under the conditions
shown in Table 1. These are concerned with investigating the
effect of the following parameters on the stability of the inner
single- or multijet flames;

�i� stabilizer shape and
�ii� inner mixture injection configuration

At each experiment and for the determined outer and inner air
flow rates, the inner �central� fuel flow rate is reduced until the
flame extinction is observed visually. At such a condition, the
overall lean blowout equivalence ratio supplied to the burner
��overall,b� is identified. It should be stated that all the blowout
experiments have been done for confined flames, i.e., when the
burner is placed inside the combustor, to prevent the effect of the
ambient air on the values of �overall,b.
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3 Flame Calculations

3.1 Numerical Simulations. Numerical simulations of the
problem have been carried out to help better understand the sta-
bilization mechanisms for the test flames. These simulations have
been done using the generalized finite-rate chemistry model �18�
of FLUENT 6.2. The generalized finite-rate chemistry formulation
used in the present study is suitable for a wide range of applica-
tions including laminar or turbulent reaction systems, and com-
bustion systems with premixed, nonpremixed, or partially pre-
mixed flames. The GRI-MECH 3.0 detailed chemical reaction
mechanism, consisting of 325 elementary reactions involving 53
species, was used as the first part of the mechanism describes the
reaction chemistry of CH4. The second part of the mechanism was
taken from Ref. �19� and involves the reactions of C2–C4 hydro-
carbon fuels considered herein. The reaction rates that appear as
source terms in the species transport equations are computed
based on Arrhenius rate expressions, from the eddy-dissipation
model �20�. The K-� model �21� was used as the turbulence
model. The segregated solver has been used for sequentially �i.e.,
segregated from one another� solving the modeled continuity, mo-
mentum, energy, and species equations.

Validation of the present simulation results has been proved by
comparing the mean axial velocity profiles �V; m/s� calculated

from the model �as an important parameter for the current flame
configuration� with both the experimental data of Dally et al. �15�
and computational results of a new strategy for the large-eddy
simulation �LES� grid generation �recursive filter-refinement-
based LES� obtained by Raman and Pitsch �22�. It was found that
the present simulation was in reasonable agreement with both the
experimental data and the LES simulation at all the axial loca-
tions.

4 Results and Discussion

4.1 Dynamics of the Flow Field

4.1.1 Flame Appearance and Dynamics of the Flow Field for
Single Central-Jet Configuration. For the case of the disk-
stabilizer configuration �as an example for all cases�, the single jet
flame extinction procedure as a response to increasing the central-
jet velocity is shown in Plate 1. The flame is originally slender and
relatively long. When the central-jet exit velocity is relatively low
�24 m /s�, flame ignition begins at a short quenching distance
downstream from the tube mouth and a lengthy rich flame is ob-
served �see Plate 1�a��. If this velocity exceeds 30 m /s, the flame
shortens and the yellow tail disappears and the flame base de-
taches abruptly and moves to a certain position ��4 mm� away

Fig. 1 Schematic of the burner „the combustor tube of 152.4 mm diameter does not appear in the figure…

Plate „1… Side view of consecutive flame photos showing the extinction procedure of the single jet flame as a
response to increasing the central-jet velocity „disk-stabilizer….

Table 1 Detailed experimental program

Set Description Geometrical parameters

Flow parameters

Ui
�m/s�

mi
�kg/h�

Uo,a
�m/s�

mo,a
�kg/h�

1 Stabilizer
shape

Disk From 23.8
to 42.3

From 1.94
to 3.45

4.8 60.48
Cone 90 deg open base
Cone 90 deg closed base
Cone 60 deg open base
Cone 90 deg closed base

2 Injection
method

Multijet From 23.8
to 42.3

From 1.94
to 3.45

4.8 60.48
Singlejet
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from the burner tip �distance L1 in Plate 1�c��. Further increase in
velocity would shorten the flame further and increase the lift-off
height as shown in Plate 1�d�, distance L2 ��6 mm� just before
the extinction condition.

For better understanding of the above mentioned flame extinc-
tion procedure, it was decided to discuss the detailed flow field
characteristics of the stabilizer near the zone, in the form of the
calculated mean axial velocity vectors. This appears in Fig. 2�a�,
which shows the time-averaged axial velocity vector plots of the
flow field near the disk stabilizer with Ui=24 m /s and Uo,a
=4.8 m /s. It is clear that the coaxial air converges toward the
centerline downstream of the bluff body and forms a wake region,
which extends approximately one bluff-body diameter down-
stream the stabilizer edge. A toroidal recirculating flow region is
formed within the wake region by the interaction of the outer
coaxial air with the central-jet flow. The structure of this recircu-
lation region has been found by Roquemore et al. �23� to vary
significantly with the relative flow rates of the inner and coaxial
streams. For the central-jet dominated flow �present flames�, two
counter-rotating vortices appeared in the recirculation zone behind
the stabilizer of Fig. 2�a� �these vortices appeared schematically in
Fig. 2�b��. Inner vortex rotated in the counterclockwise direction,
located adjacent to the central jet, and driven primarily by the
central jet. An outer vortex close to the coaxial air side rotated in
the clockwise direction. It should be stated here that due to the
sudden expansion of the gases as they flow inside the combustor
�confinement�, Fig. 2�a� would exhibit some vortices �verified by
the negative velocities� located at the downstream locations out-
side the recirculation zone.

In view of the above described flow field characteristics of the
stabilizer near the zone, it seems easier to discuss the reasons for
the flame extinction as a result of increasing the jet momentum

relative to the coflow. When the jet momentum relative to the
coflow is increased, the jet expands and shifts the core of the inner
vortex downstream until it loses its recirculating pattern and be-
comes part of the jet. At the same time, the outer vortex becomes
shorter and smaller. As these vortices transfer enthalpy from the
primary reaction zone �which is located at the end of the two
vortices, see the zone of the maximum temperature in Fig. 3� to
the incoming jet mixture and the coflow, so the heat required for
ignition of the fresh mixture will reduced as their sizes reduced.
Furthermore, increasing the jet velocity �momentum� will result in
rapid mixing between the hot reaction products and the unburned
jet fluid, and this time might be less than the critical chemical time
required for ignition �5�. These effects will consequently lead to
extinction and might also be applied to discuss the flame behavior
shown in Plate 1.

4.1.2 Dynamics of the Flow Field for Multijet Flames. In this
section, the discussion of the flow field characteristics will take
place when the inner single jet is replaced by a multijet configu-
ration. As mentioned above, the total area of the multijet �six
holes� is equivalent to the single-hole area. The multijet flame
configuration was modeled as two dimensional problem. This two
dimensional species transport model is appropriate for such geom-
etry where it is proved by Dally et al. �15� and Raman and Pitsch
�22� that it is capable of capturing the flow field, particularly in
the near field of the stabilizer lee where the local extinction is
negligible. The computed axial velocity vector of the multijet con-
figuration is shown in Fig. 4�a� and their proposed schematic flow
field is shown in Fig. 4�b�. Figure 4 exhibits similar flow field
characteristics to that observed for the single jet �shown in Fig. 2�
with an additionally intermediate vortex that is formed in the in-
terspacing between the jets. This vortex would transfer additional
enthalpy from the main reaction zone, identified by the zone of the
maximum flame temperature in Fig. 5, to the incoming multijet
and coaxial air. Thus, there is an additional source of enthalpy
transfer created by such intermediate vortices, which is proved to
play a significant role in enhancing the stability characteristics of
such flame configuration �it will appear in Sec. 4.2�.

4.2 Effect of the Inner Mixture Injection Configuration on
the Experimental �overall,b. Figure 6 shows the effect of increas-
ing the inner bulk axial velocity on �overall,b, for all stabilizers, at
different injection methods of the central mixture, namely, single
jet and multijet. It should be stated that the total area of the mix-
ture exit is kept the same for either the single or the multijet cases.
The general trend for all stabilizers considered, shown in Fig. 6,
exhibits lower �overall,b for the multijet than the single jet case.

Fig. 2 Two dimensional near stabilizer flow field for the single
jet flame: „a…. computed mean axial and radial velocity vectors
„Ui=24 m/s, Uo,a=4.8 m/s… and „b… schematic of the proposed
flow field

Fig. 3 Two dimensional contour plots of the computed static
temperature „°K… for the single jet flame
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The diminished levels of �overall,b for the multijet case are attrib-
uted to the combined recirculation effect of both the intermediate
vortices, formed in the interspacing between the jets, together
with the main recirculation zone �inner and outer vortices� formed
in the lee of the bluff-body stabilizer, see Fig. 4�b�. This is ex-
pected to increase the rate of both heat transfer and recirculated
mass from the recirculation zones to the incoming jets and conse-
quently improves the flame stability.

5 Conclusions
An axial jet flame surrounded by a bluff-body recirculated co-

axial air has been used to determine the effect of the central mix-
ture configuration on the overall lean equivalence ratio at which
the flame extinguished �24–27�.

The major conclusions of the study are as follows.

�1� The stabilizer near the field for both configurations consid-
ered in this study has been identified using the generalized
finite-rate chemistry model of FLUENT 6.2. The resulted flow
field for the single central stream configuration provides
two counter-rotating vortices, while additional intermediate
vortex is found for the multijet flames.

�2� Multijet flames are more stable than similar single jet
flames. In both configurations, the recirculation zones out-
side the jet provide better stability than the corresponding
cases with no bluff body. The multijet flame is further sta-
bilized due to the combined recirculation effects of the ad-
ditional vortex formed in the interspacing between the jets
together with the inner and outer vortices formed in the lee
of the bluff-body stabilizer.

Nomenclature

D � outer pipe inner diameter �mm�
Ds � stabilizer diameter �mm�
m � air mass flow rate �kg/h�
U � mean velocity normal to the exit flow area

�bulk axial velocity� �m/s�
V � mean axial velocity component �m/s� �U=V at

X=0�

Fig. 4 Two dimensional near stabilizer flow field for the multi-
jet flames: „a… computed mean axial velocity vectors „Ui
=24 m/s, Uo,a=4.8 m/s… and „b… schematic of the proposed flow
field

Fig. 5 Two dimensional contour plots of the computed static
temperature „°K… for the multijet flames

Fig. 6 Effect of inner mixture injection configurations on
�overall,b at different inner bulk axial velocities
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X � axial location in the downstream direction �X
=0; at the stabilizer lee�

Y � radial location �Y =0; at the bluff-body axis�

Greek Symbols
�overall,b � overall lean blowout equivalence ratio

� � equivalence ratio

Subscripts
a � air
b � blowout
i � inner
o � outer

References
�1� Eickhoff, H., Lenze, B., Leuckel, W., and Driscoll, J. F., 1984, “Experimental

Investigation on the Mechanism of Jet Diffusion Flames,” 20th Symposium
(International) on Combustion, The Combustion Institute, pp. 311–318.

�2� Kaplan, C. R., Oran, E. S., and Baek, S. W., 1994, “Stabilization Mechanism
of Lifted Jet Diffusion Flames,” 25th Symposium(International) on Combus-
tion, The Combustion Institute, pp. 1183–1189.

�3� Takahashi, F., Mizomoto, M., Ikai, S., and Futaki, N., 1984, “Lifting Mecha-
nism of Free Jet Diffusion Flames,” 20th Symposium (International) on Com-
bustion, The Combustion Institute, pp. 295–302.

�4� Takahashi, F., and Schmoll, W. J., 1990, “Lifting Criteria of Jet Diffusion
Flames,” 23rd Symposium (International) on Combustion, The Combustion
Institute, pp. 677–683.

�5� Broadwell, J. E., Dahm, W. J. A., and Mungal, M. G., 1984, “Blowout of
Turbulent Diffusion Flames,” 20th Symposium (International) on Combustion,
The Combustion Institute, pp 303–310.

�6� Pitts, W. M., 1989, “Importance of Isothermal Mixing Processes to the Under-
standing of Lift-Off and Blowout of Turbulent Jet Diffusion Flames,” Com-
bust. Flame, 76, pp. 197–212.

�7� Vanquickenborne, L., and Van Tiggelen, A., 1966, “The Stabilization Mecha-
nism of Lifted Diffusion Flames,” Combust. Flame, 10, pp. 59–69.

�8� Peters, N., 1983, “Local Quenching Due to Flame Stretch and Non-Premixed
Combustion,” Combust. Sci. Technol., 30, pp. 1–17.

�9� Janicka, J., and Peters, N., 1982, “Prediction of Turbulent Jet Diffusion Flame
Lift-Off Using a PDF Transport Equation,” 19th Symposium (International) on
Combustion, The Combustion Institute, p. 367.

�10� Chen, R. H., and Driscoll, J. F., 1988, “The Role of Recirculating Vortex in
Improving Fuel-Air Mixing Within Swirling Flames,” 22nd Symposium (Inter-
national) on Combustion, The Combustion Institute, pp. 531–540.

�11� Tangirala, V., Chen, R. H., and Driscoll, J. F., 1986, “Effect of Heat Release
and Swirl on the Recirculation Within Swirl-Stabilized Flames,” Combust. Sci.
Technol., 51, pp. 75–95.

�12� Driscoll, J. F., Chen, R. H., and Tangirala, V., 1987, “The Role of Recircula-
tion in Improving Internal Mixing and Stability of Flames,” AIAA J., 87, pp.
306–325.

�13� Beer, J. M., and Chigier, N. A., 1972, Combustion Aerodynamics, Wiley, New
York.

�14� Douglas, F., Chen, R. H., and Driscoll, J. F., 1990, “Enhancement of Flame
Blowout Limits by the Use of Swirl,” Combust. Flame, 80, pp. 183–195.

�15� Dally, B. B., Masri, A. R., Barlow, R. S., and Fiechtner, G. J., 1998, “Instan-
taneous and Mean Compositional Structure of Bluff-Body Stabilized Nonpre-
mixed Flames,” Combust. Flame, 114, pp. 119–148.

�16� Muradoglu, M., Liu, K., and Pope, S. B., 2003, “PDF Modeling of Bluff-Body
Stabilized Turbulent Flame,” Combust. Flame, 132, pp. 115–137.

�17� Kim, S. H., and Huh, K. Y., 2002, “Use of Conditional Moment Closure Model
to Predict NO Formation in a Turbulent CH4 /H2 Flame Over a Bluff-Body,”
Combust. Flame, 130, pp. 94–111.

�18� Gran, I. R., and Magnussen, B. F., 1996, “A Numerical Study of a Bluff-Body
Stabilized Diffusion Flame; Part 2: Influence of Combustion Modeling and
Finite Rate Chemistry,” Combust. Sci. Technol., 119, pp. 171–190.

�19� Qin, Z., Lissianski, V. V., Yang, H., Gardiner, W. C., Davis, S. G., and Wang,
H., 2000, Proc. Combust. Inst., 28, pp. 1663–1669.

�20� Magnussen, B. F., and Hjertager, B. H., 1976 “On Mathematical Models of
Turbulent Combustion with Special Emphasis on Soot Formation and Com-
bustion,” 16th Symposium (International) on Combustion, The Combustion
Institute.

�21� Spalding, D. B., 1970, “Mixing and Chemical Reaction in Steady Confined
Turbulent Flames,” 13th Symposium (International) on Combustion, The Com-
bustion Institute.

�22� Raman, V., and Pitsch, H., 2005, “Large-Eddy Simulation of a Bluff-Body-
Stabilized Non-Premixed Flame Using a Recursive Filter-Refinement Proce-
dure,” Combust. Sci. Technol., 142, pp. 329–347.

�23� Roquemore, W. M., Bradley, R. P., Stutrud, J. S., Reeves, C. M., and Krish-
namurthy, L., 1980, “Preliminary Evaluation of a Combustor for Use in Mod-
eling and Diagnostics Development,” ASME Paper No. 80-GT-93.

�24� Al-Feky, S. M. S., 1988, “An Investigation in the Factors Affecting Flame
Stabilization Behind a Conical Bluff-Body,” MS thesis, Helwan University,
Cairo, Egypt.

�25� Baxter, M. R., and Lefebvre, A. H., 1992, “Weak Extinction Limits of Large-
Scale Flame Holder,” ASME J. Eng. Gas Turbines Power, 114, pp. 776–782.

�26� Hillemanns, R., Lenze, B., and Leuckel, W., 1986, 21st Symposium (Interna-
tional) on Combustion, The Combustion Institute, p. 1445.

�27� Tangirala, V., and Driscoll, J. F., 1988, “Temperature Within Non-Premixed
Flames: Effect of Rapid Mixing Due to Swirl,” Combust. Sci. Technol.,
60�1–3�, pp. 143–162.

Journal of Engineering for Gas Turbines and Power SEPTEMBER 2008, Vol. 130 / 054505-5

Downloaded 02 Jun 2010 to 171.66.16.107. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm


	RESEARCH PAPERS
	Gas Turbines: Combustion, Fuels, and Emissions
	Gas Turbines: Controls, Diagnostics, and Instrumentation
	Gas Turbines: Cycle Innovations
	Gas Turbines: Electric Power
	Gas Turbines: Microturbines and Small Turbomachinery
	Gas Turbines: Structures and Dynamics
	Internal Combustion Engines

	TECHNICAL BRIEFS

